
 

23rd LACCEI International Multi-Conference for Engineering, Education, and Technology: “Engineering, Artificial Intelligence, and Sustainable Technologies in service of 

society”. Hybrid Event, Mexico City, July 16 - 18, 2025 

1 

Robot Humanoid Design & Prototype with Artificial 

Intelligence 

 

Jose Luis Ordoñez-Avila, Phd en Dirección Empresariala, Marco Benavides, Ingeniero en Mecatrónicab, Jesús López, 

Ingeniero en Mecatrónicac, Edmon Ricardo Vásquez Rodríguez, Ingeniero en Sistemasd  

Facultad de Ingeniería, Universidad Tecnológica Centroamericana (UNITEC), San Pedro Sula, Honduras,  
ajlordonez@unitec.edu, bmarcosbenavides@unitec.edu, cjesuslopez28@unitec.edu, dricardokr@unitec.edu 

 
 

Abstract–This project addresses issues of design and 

development of a prototype of a humanoid robot with interactive 

movements, feedback control, and detection systems based on the 

open-source platform of Inmoov. The robot is designed in a way 

that can perform fluid movements naturally in the arms, fingers, 

and neck. By integrating advanced technologies such as artificial 

intelligence through OpenAI's GPT, the robot achieves computer 

vision capabilities using a stereo camera with depth sensing, 

specifically the Oak-D with Depth AI. These different technological 

supports allow the robot to recognize, identify and manage to 

respond to its environment with interpretation and reading of 

gestures, voice commands, thus offering a more rewarding 

experience as a fluid interaction in a personalized way. All the 

complementation of work implementing a customized and efficient 

control system for the management of servo motors using 

programmable modules such as PCA9685 optimizing the accuracy 

of movements, good skill with care to perform the calibrations. 

Key Words-- Humanoid Robotics, Artificial Intelligence, 

Recognition, Open Source, Neural Networks. 

 

I.  INTRODUCTION 

This project develops an Inmoov robot prototype, arm, 

neck and finger movement capabilities as a simulation of 

natural movements by means of controllers for servomotor 

drive [20]. The integration of artificial intelligence based on 

ChatGPT with environment recognition with gestures using 

the Oak-D camera with Depth AI [8]. The project brings 

together knowledge and technologies of robotics, AI and 

computer vision for a breakthrough in robotics. It is a 

technical challenge with certain limitations of many open-

source applications with little information and a need to opt 

for new and creative accessible solutions to make it work the 

right way in various environments [14]. The project intends to 

address a broad knowledge from robot design to mechanical 

operation, programming and fully functional electronics. By 

overcoming these challenges, the project provides insights into 

improving affordability and functionality in humanoid 

robotics for versatile applications [18]. 

The project aims to optimize the power supply 

connections always following the attributes of electrical 

resistance, device control, correct handling of actuators, data 

flow to improve the efficiency of the system [10]. Addressing 

challenges with the calibration of servomotors and 

synchronization of movements with programming [6]. It is 

intended to make an interactive prototype with natural and 

fluid movements with the environment in which it is located 

as a good solid base for future applications and improvements 

in the future [15]. 

 
Fig. 1 Shows the full development cycle of a robotic system, starting 

with prototype design using CAD and 3D printing, followed by 

programming and integration of components like sensors, AI, and 

calibration, and ending with the final result: a fully functional robot. 

 

 Nowadays, technological advances have improved the 

levels of automation and improved sporadic transparency with 

human interactions. A very important design consideration for 

robots is the addition of transparency with elderly people and 

the ability to offer them support services based on human 

guidelines and activities [15]. In special cases, robotic 

mimicry-oriented algorithms have been developed to imitate 

on human behavior such as the analysis of officials in an 

environment have been developed. Currently, proactive robots 

with human behavior perception can replicate human 

characteristics with physical aspects of movement, word 

movements, identification of facial expressions that evolve 

with the adaptive environment [14]. 

 

II. METHOD 

The arduous research of this project is based on the 

complex development of a humanoid robot with a complex 

design and functionality trying to mimic movements, as well 

as significant advances in recent years [7]. In computational 

systems studies, the research process of acquiring a 

computational view of the real world for incorporation into a 

robot can be done in different ways based on different degrees 

of complexity. The incorporation of an environment 

recognition camera such as the OAK-D gives an open view 
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and various possibilities of being able to detect gestures, 

movements in the form of greetings and interaction with the 

environment itself.  

 

A. V Model 

 
Fig. 2 Outlines the structured development process of a robotic 

system using the V model, starting with the design and 3D printing of 

robot parts, followed by PCB board creation, actuator assembly, and 

calibration. It then transitions to programming controllers, integrating 

artificial intelligence, and finalizing the complete connection of 

components to deliver a fully functional robot. 

 

It should be noted that with the support of the open-source 

platform Inmoov is able to facilitate the research, as well as 

the electronic components and control systems for the 

implementation of movements [9]. However, part of its 

purpose lies in the recognition and interaction with users 

around it with an open gap to better and add new technical 

challenges to the project [14].  

It was based on the V-model at the time of applying the 

whole process of creation of the robot, from the idea to the 

final product [15]. The V-model as a study methodology is 

based on engineering applications for the development and 

validation of projects to be carried out, characterized by the 

structured approach and monitoring of the main stages of 

development. Everything starts from the definition of initial 

specifications such as identifying the need for the project and 

the possible control systems for it [3]. Develop the design of 

how the system architecture will be, subsystems, components, 

materials, controllers, sensing modules, actuators and more. 

The intermediate stage is the phase of construction and 

prototyping from the construction or printing of parts, 

procurement and verification of components, making control 

modules, creating the robot itself [1]. The last stage is the 

phase of testing and operation of the product. 
 

B. Techniques and Instruments Applied 

 

• SolidWorks: The project started with the design part, 

modeling, making an idea and putting it into a 

computer aided digital design software, among them 

is SolidWorks, which is the design program used 

[15]. 

• Arduino IDE: It is a platform designed to perform 

programming for modules, sensors, controllers of the 

Arduino brand and even an open chain of electronic 

components for the facilitation of microcontroller 

programming [1]. 

• Prusa Slicer: All the part of the physical component, 

the designs made, all the pieces to assemble in 3D are 

made with the configuration of the printer that we are 

going to use to print all the pieces such as the Prusa 

MK4 printers [14]. 

• Proteus Professional: Because we make PCB boards 

for robot control, we use specialized digital and 

electronic design software [19]. 

• Visual Studio Code (Python): A high-level 

programming language used by many users for 

various general purposes with an accessible syntax 

and different versatility used in a wide range of 

applications from data science, artificial intelligence, 

education, electronics and process automation [2]. 

 

 
 

Fig. 3 Techniques & Instruments used in the process 

 

C. Materials 

 

• PLA Filament: The main material by which the 

physical base is made and all the material by which it 

is composed is PLA (Polylactic Acid) type filament 

which is used in 3D printers to make the parts 

modeled in SolidWorks in physical 3D format [5]. 

• Servomotors: The movements to be performed on the 

robot such as arm, finger, neck and wrist movements 

[10]. 

• 12V and 24V Power Supply: It is an electronic device 

whose purpose is simple as to supply electrical 

energy by converting the alternating current (AC) of 

the electrical network of an installation into direct 

current (DC) for a voltage of 12v and another source 

of 24v [16]. 
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• 12V and 24V Voltage Regulators: It is an electronic 

device to moderate the voltage obtained from a 

power supply source [19]. 

• PCB Boards: These are boards with a structure 

designed to connect and support electronic 

components in a physical, mountable and electrical 

function [1]. 

• PCA9685 module: It is an Arduino module used to 

control the PWM (Pulse Width Modulation) signals 

that indicate which position the servomotors will be 

moving with guided programming support [13]. 

• Arduino Uno and Mega (2560): It is a device as a 

hardware platform with open-source programming 

software to facilitate the creation of projects of 

different levels of complexity and magnitudes of 

interactive projects with electronics [1]. 

• Oak-D lite: An adaptive interface recognition camera 

with Depth Al designed with advanced technologies 

for robotic subjects. 

• Raspberry PI: It is a device with a low-cost computer-

like capability, capable of performing various 

electronic, personal, educational and industrial 

applications in different jobs and projects [2]. 

 
 

Fig. 4 Background of the topic 

 

 In the development of robots with humanoid features with 

the intention of mimicking human movements as the example 

of the open source Inmoov for which it faces a series of 

obstacles to achieve the integration and configuration of 

servomotors for the function of movement of arms, neck with 

head and fingers of the hand. Along with devices and 

controllers such as the recognition camera known as Oak-D 

that recognizes gestures and movements identified connected 

to a Raspberry PI [4]. The configuration for the 

synchronization of the servomotors and the module to control 

the servomotors which is the PCA9685 must be done as a 

complex and not very accessible task limited by the different 

open-source applications and connection models as well as the 

way of operation. It is required solutions with moderate cost 

due to the magnitude of work with the due quality that emits 

as difficulty in diverse environments [11]. The project seeks to 

realize a more interactive operation with the environment and 

as a functional robot at an accessible and effective scale with 

its environment. 

 When working with humanoid robots, which in recent 

years has been a point of interest in the industry and 

technological advances allowing the creation of research 

programs, development of projects, prototypes and platforms 

such as Inmoov with years of experience in creating an open-

source robot for development in various applications, 

educational systems and research in the field of robotics [18]. 

It should be noted, the integration of a system to control 

certain movements such as arms that must be in a specific 

position and adjust it with programming. Taking into 

consideration that another challenge is the part of recognizing 

an environment and interacting with it being one of the 

technical challenges to find accessible and adaptable solutions 

[6]. 

 

1) Direct Kinematics: It is used to calculate the position 

and orientation of the robot end (hands, fingers and 

neck) based on the angles of the joints. 

 
(1) 

 
(2) 
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2) Inverse Kinematics: It is used to determine the joint 

angles required to achieve a desired position. 

 

 
(3) 

 
 

3) Dynamics: To analyze the forces and torques required 

to move the joints. 

 

 
(4) 
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4) Control PID: For the control of servomotors and 

closed-loop systems. 

 

 
(5) 

 
 

 

5) Power and Energy: For calculate the energy 

consumption and efficiency of the motors. 

 

 
(6) 

 

 
 

 

 

 

6) Visual Recognition and Neural Networks: Using the 

Oak-D camera, detection of gestures with the camera. 

 

 
(7) 

III. RESULTS & ANALYSIS 

The previous board design shown previously is the 

analysis and track management of a PCB board, it is also the 

second control and power board that is being used for the 

operation of the robot [1]. The path to be used is very 

important from the design to the thickness of the tracks due to, 

as previously stated for consumption, and that the copper path 

is not lifted by the large amount of amperage consumed [19]. 

 

A. PCB Modeling 

 

 
 

Fig. 5 PCB Design 

 

 A very important part are the electronic PCB boards that 

in this case we divided the power supply board due to the 

difference in the consumption of the servo motors, as we have 

large and small servo motors whose power supply is different 

[10]. Therefore, it is extremely important to divide the power 

supply on the PCB boards to avoid any problem in the 

commissioning [17]. 

The position of the servo motor has a unique feature 

compared to the rest of the robot: it is the only motor that is 

completely oriented downwards and, moreover, rotates 

together with the neck. Because of these characteristics, it is 

imperative to use a high-quality servomotor and to ensure that 

it operates with the correct voltage and current [7]. If these 

requirements are not met, the neck experiences excessively 

slow motion, affecting the functionality of the system. Since 

the mechanism uses gears, it is critical to properly grease 

them. This not only allows for smoother movement, but also 

reduces wear between parts, thus prolonging the life of the 

mechanism. In terms of operation, the mechanism is like that 

implemented in the wrist [9]. 
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 Open AI is the source we use for communication as an 

organization for thematic research of artificial intelligence 

used in research formats [5]. The objective of this organization 

is to promote artificial intelligence for further expansion of 

knowledge, applications, and different utilities that can be 

given to provide better benefits for technological advances in 

humanity. Artificial intelligence ensures a safe [15]. 

 

B. Dataset 

 

 For research, arm movements, due to limits and specific 

movements that must not exceed excess drive without 

damaging the robotic arm [17], the potentiometer of the 

servomotor is extracted, and a physical coupling is made in the 

robot arm gear as a reference axis for the movements to be 

performed. Each motor in which the potentiometer was 

disassembled was tested to find the set point with the 0 point 

of movement [6], we can denote if this is done correctly if the 

motor slows down and can make the change in rotation 

orientation [5]. 

 A very important base in the electronics to have feedback 

in the control system is the programmable part that we send to 

call the pin where the servomotors are connected [7]. 

  In the development of the project with the humanoid 

robot prototype that is based on the open source Inmoov 

platform posing several technical challenges and mechanical 

aspects to consider during its assembly process and power 

supply is why comprehensive solutions are required [12]. Due 

to the control systems with the main difficulties with the 

accuracy of motion control and synchronize these movements 

with the allowable limit that have the servomotors. The 

solution is to implement a control module such as the 

PCA9685 module for simultaneous and automatic handling of 

the robot [3]. 

 

 
 
Fig. 6 Dataset Design the structure of a robotics dataset, where 

independent variables—such as mechanical design, AI integration, 

and energy supply—are used to influence and predict dependent 

variables, including movement control and human-robot interaction 

(HRI), enabling comprehensive system analysis and optimization. 

 

 

C. Artificial Intelligence and Programming 

 

 A control system was implemented that allows interaction 

between the robot and a Python program, with the ability to 

receive voice commands, process them, and execute specific 

movements [17]. This system ensures that the movements are 

precise, synchronized and respond appropriately to the 

commands received by the user [13]. 

 Extensive testing was performed to ensure 

synchronization between the Python-generated voice response 

and the physical movements of the robot [11]. The system was 

tested with different commands and timing was adjusted to 

achieve fluidity in movements and interaction [15]. The part 

of voice recognition that the audio input to be the microphone 

that in our case we use a microphone of the shure brand with 

support to hold it that is banked, it should be emphasized that 

the microphone represents the user's voice [13]. 

 The project is composed by synergic union as the 

aggregation of artificial intelligence to make a more 

interactive robot and its HRI interaction more advanced and 

natural [12]. The artificial intelligence we are working with is 

the use of reference code to call ChatGPT to establish an 

assertive communication with the robot using speakers and a 

recognition microphone [4]. 

 

 
 

Fig. 7 Servomotor Arrangement 

 

A Python program that combines several technologies was 

used: 

• Speech recognition: Captures and transcribes user's 

voice [6]. 

• OpenAI API: Interprets spoken commands and 

generates customized responses [9]. 

• Serial: Links the program with the Arduino to 

transmit commands in real time [19]. 

 

 The part of voice recognition that the audio input to be the 

microphone in our case we use a microphone of the shure 

brand with support to hold it that is banked, it should be 

emphasized that the microphone represents the user's voice 

[14]. 
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 The developed system achieved a functional integration 

between voice processing and robot control. Movements are 

natural and precise, synchronized with the user's commands 

[18]. In addition, real-time communication ensures an efficient 

and robust interactive experience [7]. 

 The voice recognition process is through the input, it 

converts the audio to text so that the chatbot can interpret it 

and perform the programmed commands for communication 

in response to the robot and the programmed physical 

movement to be performed [15]. The processing part, also 

called AI processing, implies that the information from the 

microphone is passed to the AI to be analyzed and processed 

in turn [12]. 

  

 

 
 
Fig. 8 Arduino and Raspberry Pi Connection 

 

 

D. Gesture Recognition 

 

 The above model shown is based on coding Python code 

with Visual Studio Code in which the GPT creates a GPT code 

that is generating a code with respect to the question or 

interaction that is being performed with its surroundings or a 

particular user [11]. This system is powered by GitHub copilot 

tuning tools in the code developers and completing more 

complex functions [4]. A platform as mentioned above is the 

Open AI AP integrated by advanced AI capabilities in 

modeling applications such as intelligent chatbots, automatic 

content generation, and data analysis with respect to the 

language it interprets [15]. It should be emphasized that the 

project was designed for educational purposes and therefore it 

is important to consider the use of safe and ethical artificial 

intelligence to mitigate risks associated with advanced systems 

[18]. 

 As a key feature of the Oak-D lite is that it is a stereo 

camera that can calculate the depth at which an object of 

interest is located, especially if it is a 3D depth allowing to 

visualize what is in the environment measured by a permitted 

distance [2], it should be emphasized that all this data analysis 

on the screen that is capturing the camera is in real time, 

performing tasks such as detection, tracking and 

reconstruction of the environment [8]. Among the applicable 

model supports such as object detection, facial recognition, 

motion tracking and in certain aspects such as image 

classification or reconstruction [3]. Being the objective of the 

project the part of tracking the object of the hands and 

detection of hand gestures [7]. 

 

 
 

Fig. 9 Gesture Recognition with Oak-D lite 
 

 The main objective of the Oak-D camera is not only to 

track the object and detect it as such, but it also must be given 

a feedback application in the robot so that it can interact with 

the surrounding media [13]. The function was implemented in 

the neural network to detect gestures in the hands visualize the 

gesture and are seen on the screen as shown in the figure [6]. 

 

E. Advanced System Control 

 

 The programming that was done in Arduino is for the set 

part of the movements of the servomotors. As previously 

mentioned, the movement of the servomotors has a reference 

axis to put a limit on the movements of the robot, because if 

the servomotors move more than necessary [20], the problem 

of calibration is reached, the arms are recalibrated especially 

because only the large servomotors of 80 kg were removed the 

potentiometers to have the reference of limits that usually in 

the design of the robot are placed as a set of gears for the 

potentiometers to move in relation to the movement of the 

servomotors [17]. 

 The most complex and interactive part of the robot is the 

implementation of advanced technologies, such as computer 

vision with the Oak-D lite camera and the integration of 

artificial intelligence through GPT code with the Open AI 

module, allowing a closer interaction with the robot, such as 

communication with it [2]. 

 The importance of the diagram is for future generations 

that continue working on the robot model so they can have a 

reference of how is the schematic of connections such as the 
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voltage supply sources that we have 12v and 24v of 20 amps 

for the capacity required by the servomotors [6}, the direct 

connection to the servomotors is made and would be 

completed all the connection required by the robot, adding the 

Oak-D camera that is directly connected to the raspberry PI 

[19]. 

 

 
 

Fig. 10 Complete Robot 

 

IV. CONCLUSIONS 

In summary, we can denote all the methodology involved in 

the development of a robot demonstrating a technical 

challenge with many electronic components integrated to form 

a feedback control system. It should be emphasized that open-

source platforms allow us to better realize an idea by 

simplifying design tasks, knowing which controller to use and 

allowing advances in robotics research. The focus of the 

project is to perform movements and mimic human behavior 

and fluidity. 

The development of the control and interaction system for the 

robot demonstrates the feasibility of integrating advanced 

technologies such as voice processing and microcontroller 

programming to create dynamic and functional solutions. The 

joint implementation of Python and Arduino allowed not only 

to control the robot's movements, but also to establish an 

interactive experience, where simple voice commands such as 

“Hello Hello” trigger precise physical responses. 

As part of future work, this robot could be implemented as an 

educational tool to assist in teaching robotics-related subjects 

and to actively support students in the development of their 

research projects, fostering innovation and hands-on learning 

[21-22]. 
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