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Abstract– Many homes now feature smart technology and 

numerous devices connected to the Internet, exposing them to 

cyberattacks. Therefore, implementing protection mechanisms to 

identify, predict, and mitigate these threats to smart home devices is 

crucial. This research proposes two machine learning models—K-

Nearest Neighbors and Decision Tree—to predict malicious activity 

in smart home connections and classify whether an attack is 

occurring. The study presents both models along with an in-depth 

analysis of their performance, assessing how they function on 

unseen data and their effectiveness on the dataset. The findings 

highlight the strengths and weaknesses of each model, providing 

valuable insights into their applicability in real-world scenarios. By 

offering a comparative evaluation, this research contributes to the 

ongoing efforts in enhancing the security of smart homes and 

underscores the importance of adopting advanced machine 

learning techniques for intrusion detection systems (IDS). This 

study aims to lay the groundwork for future developments in smart 

home cybersecurity solutions. 

Keywords-IDS, IoT, Smart Home, K-Nearest Neighbors, 

Decision Tree, Network Security. 

 

I.  INTRODUCTION  

In recent years, the use of the Internet of Things (IoT) has 

grown exponentially and rapidly, driven by significant 

technological advancements and the increasing demand for a 

more interconnected world [1]. Smart homes represent a 

significant application of the Internet of Things (IoT). It refers 

to the technology that connects various sensors and actuators 

through a communication network or protocol, allowing daily 

tasks to be performed conveniently while enhancing comfort 

in houses. This integration not only streamlines household 

activities but also enables users to monitor and control their 

home environment remotely [2]. The global smart home 

market was valued at USD 45.8 billion in 2017 and is 

projected to reach USD 114 billion by the end of 2025 [3].  

Forgetting to turn off the lights, TV, kitchen oven, or lock 

the door when leaving home is no longer an issue, thanks to 

smart home IoT technology. The market for smart home 

devices is projected to grow at a compound annual rate of 

16.9% [4]. However, as smart home systems continue to 

advance, they have also become prime targets for 

cybercriminals seeking to gain control of IoT devices and 

access sensitive information. New threats and security 

concerns are emerging, since many of these devices have 

weak security systems that can be easily exploited by these 

cybercriminals [5]. Criminals often attempt unauthorized 

access to smart homes by exploiting vulnerabilities such as 

weak authentication, unencrypted communication between 

devices, lack of verification, password cracking, malware, and 

Denial-of-Service (DoS) attacks [6, 7]. As smart homes 

continue to gain popularity, it is crucial to develop practical 

security solutions that can protect residential customers while 

accommodating the unique characteristics of smart home 

environments [8]. To address these challenges, researchers 

have surveyed existing smart home safety and security 

systems, to understand their architecture, enabling 

technologies, and components. 

 

II. LITERATURE REVIEW 

A. Machine Learning 

Another popular piece of technology that has risen in the 

past few years is Machine Learning. Machine learning, ML, 

refers to algorithms that allow systems to learn from data and 

improve their performance over time without being explicitly 

programmed. Machine Learning is a branch of Artificial 

Intelligence that allows computers to learn from data and 

make accurate predictions based on past experiences. It 

encompasses a variety of techniques that analyze input data 

according to predefined rules to create effective prediction 

models. ML can identify patterns and make informed 

decisions, which is particularly valuable in addressing security 

concerns in IoT smart homes [9, 10]. 

In smart homes, ML is used to enhance security by 

analyzing patterns in network traffic, detecting anomalies, and 

predicting potential threats. By learning from historical data, 

these systems can identify unusual behaviors indicative of 

security breaches, such as unauthorized access or device 

tampering, thus enabling proactive measures against cyber 

threats [11]. For instance, indicators of compromise (IOCs) 

can be used to develop datasets on Internet of Things (IoT) 

threats to train machine learning models, aiding in the real-

time monitoring, detection, and response to threats. 

Additionally, ML classification algorithms can leverage IOC 

data to categorize malware behavior effectively [12]. As 
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shown in Figure 1 Machine Learning Models can be trained to 

identify normal traffic, to detect attacks and to predict whether 

an attack is about to happen. 

 

 
Fig. 1. IoT Systems and Threats 

 

 

B. K-Nearest Neighbor and Decision Trees Algorithms 

Various ML algorithms, including decision trees, K-

nearest neighbors, and multi-layer perceptron’s, have shown 

high accuracy in predicting user actions, with reported 

accuracy exceeding 97%. [13]. These advancements in ML-

powered smart homes aim to improve quality of life while 

reducing energy consumption by minimizing human 

intervention and security issues. The kNearest Neighbor 

(KNN) algorithm is a simple, yet effective machine learning 

technique widely used for classification and regression tasks. 

It classifies new data points based on their similarity to 

previously labeled data, assigning them to the class of their 

nearest neighbors. For this model, the data set provided is 

labeled and the data points are categorized into two or more 

classes, so that model can predict the class of the unlabeled 

data. The algorithm’s performance is influenced by key 

parameters such as the number of neighbors (k), distance 

function, and weighting function [14]. 

The Decision Tree algorithm is a supervised learning 

method used for classification and regression tasks [15]. These 

algorithms create tree-like structures where internal nodes 

represent attribute tests, branches denote test outcomes, and 

leaf nodes indicate classes. Classification is performed by 

traversing the tree from root to leaf based on attribute tests 

[16]. Decision trees have emerged as a valuable tool for 

enhancing smart home functionality. They can be used to 

detect unusual activities by analyzing sensor data [17], 

recognize human activities with high accuracy [18], and 

predict inhabitant behaviors based on appliance usage patterns 

[19]. 

This literature review examines the existing research on 

machine learning applications for enhancing security in smart 

homes, focusing specifically on K-Nearest Neighbors (KNN) 

and Decision Tree algorithms. Various studies have 

demonstrated the effectiveness of these techniques in detecting 

and preventing intrusions, addressing the unique challenges 

posed by IoT environments. Authors in [20] suggest an 

architecture based on SDN to enhance the security of smart 

home networks. This approach utilizes K-Nearest Neighbor 

(KNN) for classifying devices and detecting malicious traffic. 

In [21] a anomaly detection model based on MahalaNobis 

distance calculated by KNN models. [22], [23], [24] also 

applied KNearest Neighbor algorithm to smart home related 

projects. Decision Trees algorithm is also widely used, for 

example [25], proposed a decision tree model constructed 

from automation rules that control the operations of IoT 

devices in a smart home to detect anomalies. In [26] authors 

also used Decision Trees algorithm to predict smart home 

lightning behavior. [27], [28], and [29] also applied decision 

tree for their smart home related research. 

The K-Nearest Neighbors (KNN) and Decision Tree 

algorithms are increasingly utilized to address security 

challenges in smart homes, providing effective solutions for 

intrusion detection and threat assessment. These techniques 

leverage their ability to analyze patterns in data and make 

informed predictions, enhancing the overall security of IoT 

devices. In the following section, a literature review will 

explore various studies conducted by other authors on this 

topic. 

 

III. METHODS 

. The rise of smart home technologies has introduced 

significant security vulnerabilities in IoT devices. As more 

households adopt these systems, the risk of cyberattacks 

escalates. For this project, a machine learning model was 

developed, combining both K-Nearest Neighbors (KNN) and 

Decision Tree algorithms. This model analyzes the rich 

network traffic data sent by IoT devices, enabling it to identify 

whether the data represents a cyberattack or not. 

The K-Nearest Neighbors (K-NN) and Decision Tree 

models were selected because they offer a balance between 

accuracy, interpretability, and ease of implementation, making 

them well-suited for smart home environments. K-NN detects 

anomalous behavior by comparing network patterns with 

previous instances, without requiring complex assumptions 

about the data. Meanwhile, Decision Trees produce clear and 

understandable rules, enabling quick attack identification with 

transparent reasoning. Both models perform well with 

moderate-sized datasets and adapt effectively to the dynamic 

and diverse nature of traffic in connected devices, making 

them ideal for real-time intrusion detection systems. 

The dataset used for this project was the Smart Home 

Intrusion Detection Dataset available at Kaggle [30], which is 

an online platform that contains several datasets and a 

collaborative environment to build and share machine learning 

models and solutions. This dataset contains various features, 

ranging from basic network metrics to complex interaction 

patterns, making it ideal for classifying normal and potentially 

malicious operations. It captures network traffic data from IoT 

devices in a smart home, with features related to connection 

metrics and interaction patterns. The primary goal of the 

presented model is to use this data to predict and detect cyber 

intrusions in real-time by distinguishing between normal 

network activity and potentially malicious behavior. 
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Some key features that this dataset contains include: the 

duration of the connection, the protocol used, type of network 

service, as well as SRC and DST bytes which is the volume of 

the data being sent from source to destination and vice versa. 

SRC bytes can aid in the detection of large-scale data transfers 

or probing activities as for DST bytes they can potentially 

indicate responses to request or data exfiltration attempts. The 

data set also contains other relevant features such as land, 

wrong fragment, urgent, logged in user, number or 

compromised conditions, number of connections to the same 

service and rate of connections that resulted in SYN errors, 

among others. The last column of the data set, which is the 

target column indicates whether the connection was part of an 

attack yes or no, serving as the label for the model training. 

This model combines both K-Nearest Neighbor algorithms to 

classify network traffic into clusters representing normal and 

anomalous behaviors. Using KNN to group similar traffic 

patterns, helping identify deviations that could indicate 

intrusions. The Decision Tree was built to establish rules for 

identifying intrusions based on the network traffic features, 

providing a clear structure for detecting malicious activity 

 

A. Data Preprocessing 

To start the building of the model, all the necessary 

libraries were imported, and the data set was loaded. Once 

loaded the shape of the data set was obtained which had a total 

of 148,517 rows with 24 columns meaning that it had 23 

different features and the last column being the target column. 

Next, the dataset was examined to see the different data types 

for each column. This step was crucial for ensuring that the 

features were in the correct format for analysis and modeling. 

Ensuring proper data types facilitates further processing steps 

in the model. 

When using the KNN algorithm, it’s essential to ensure 

that all input features are numeric and appropriately scaled. 

All the numeric columns were normalized using the 

MinMaxScaler to ensure they were all on the same scale to 

avoid feature domination. As for the categorical columns, they 

were converted into a numeric format using One-Hot 

Encoding. After the data preprocessing the dataset ended up 

with 102 columns and was ready to be trained. 

Before training the model, some analysis was made of the 

data to get more information on what the model will be 

working on and to have a visual understating of each attack 

type and features. Figure 2 shows the total number of attacks 

classified as Yes or No. This figure shows that the dataset for 

this model is balanced meaning that the distribution of the two 

classes is even, which is beneficial for model training. This 

will help avoid bias toward one class, so it helped the model 

make more accurate predictions. 

 

B. Modeling with KNN and Decision Tree 

After preprocessing the data was split into training and 

testing, using 80% of the data for training and 20% for testing. 

This step is also crucial for building a machine learning 

model, model to learned patterns from the training data while 

reserving the unseen testing data for evaluating the 

performance of the model. The KNN algorithm will use the 

testing data to classify whether an IoT network interaction is 

an attack or not, based on the proximity of the data points in 

the feature space. For this model a K=3 was considered 

meaning the model considers the 3 nearest neighbors to 

classify data points. After the KNN model was trained, the 

next step involved training a Decision Tree model. The model 

learned by recursively splitting the dataset based on feature 

values, allowing IoT network traffic to specific attack 

category. The decision tree helps provide insight into how 

different sensor data features contribute to determining 

whether an interaction is a potential cyberattack or normal 

activity. 

After training both models, the next step was making 

predictions. Each model (KNN and Decision Tree) applied its 

learned patterns to classify the test dataset, determining 

whether an interaction was a potential cyberattack or normal 

activity. The predictions represent the model’s classification 

of IoT interactions based on the test features. This process is 

crucial for assessing how well each model generalizes to 

unseen data, providing insight into their ability to detect 

potential security threats in new IoT network traffic. 

 

 
Fig. 2. Distribution of Attacks 

 

III. RESULTS 

After the predictions were made, the next step involved 

the evaluation of both models. The classification reports for 

both the K-Nearest Neighbors (KNN) and Decision Tree 

models indicate a strong performance in identifying IoT 

interactions as either attacks or normal activities. Both models 

achieved a remarkable accuracy of 99%, with identical 

precision, recall, and F1-scores for both classes (0.0 and 1.0). 

This consistency suggests that the models are highly effective 

in distinguishing between the two classes, minimizing false 

positives and negatives. The high scores across all metrics 

demonstrate the robustness of the models, making them 

suitable for real-time applications in cybersecurity, where 

accuracy is paramount. However, further validation on 
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additional datasets would be beneficial to assess their 

generalization capabilities in diverse scenarios. 

This analysis focuses on the ten most important features 

identified in the dataset, which are crucial for understanding 

the underlying patterns in IoT interactions. This chart 

enhances interpretability and provides insights into how these 

features may influence predictions. Figure 3 illustrates that 

one of the most critical features in determining whether an 

interaction is classified as an attack is the Flag SF feature. The 

ten most importante feutres are described here: 

1. flag_SF 

• Indicates the final status of a network connection. 

• “SF” means “Successful connection with no errors”. 

• High importance: Normal traffic usually ends in SF, whereas many 
attacks do not. 

2. dst_host_diff_srv_rate 

• Percentage of connections to the same destination host using 

different services. 

• Useful for detecting port scans. 

3. service_eco_i 

• Indicates if the connection uses the eco_i service. 

• Certain attacks may target or use specific services. 

4. service_ecr_i 

• Indicates if the connection uses the ecr_i service. 

5. hot 

• Number of “hot” indicators in the connection, such as access to 
system files or suspicious commands. 

• Useful for identifying potentially malicious activity. 

6. service_private 

• Indicates if the service used in the connection is labeled as 

"private". 

• Private services are often associated with malicious behavior or 

attacks. 

7. dst_host_count 

• Number of connections to the same destination host within a time 
window. 

• High values can indicate a DDoS attack or scanning behavior. 

8. dst_bytes 

• Number of bytes sent from the destination host (server) to the 

source (client). 

• Abnormal values might signal data exfiltration or irregular 

behavior. 

9. dst_host_same_srv_rate 

• Percentage of connections to the same host using the same service. 

• Low rate may point to scanning activity. 

10. dst_host_srv_count 

• Number of connections to the same host and service. 

• Repeated patterns can indicate abnormal behavior. 

 

 This flag represents the connection status and is vital for 

understanding the expected behavior of network 

communications. In legitimate traffic, the Flag SF indicates a 

successful connection establishment, while anomalies in this 

flag’s patterns, such as an unexpected frequency of 

connections or rapid state changes, can signal malicious 

activities. This insight is crucial for developing effective 

intrusion detection systems that can promptly identify and 

respond to cyber threats. Other important features include the 

Echo and Echo Response service. Analyzing these services 

can help identify legitimate versus potentially malicious 

network activity, as certain attacks may attempt to exploit 

uncommon or unauthorized services. Understanding these 

services enhances the model’s ability to detect anomalies and 

improves overall network security. 

Figure 4 shows a correlation heatmap of the 10 most 

important features to visually demonstrate the relationships 

between these key variables and their influence on attack 

detection. This heatmap provides an intuitive understanding of 

how these features interact, revealing potential patterns or 

redundancies. By focusing on the most significant features, it 

allows for a more concise analysis of their combined effect on 

model performance, ultimately aiding in the refinement of the 

model and enhancing interpretability for stakeholders in the 

context of network security.  
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Fig. 3. Top 10 Most Important Feature 

 
Fig. 4. Correlation Heatmap  

 

A score list was added for KNN model with values of k 

from 1 to 5 to examine how variying the number of nearest 

neighbors affects the model’s accuracy. This comparison helps 

identify the optimal k-value for this specific dataset, ensuring 

that the KNN model isn’t overfitting or underfitting. By 

testing different k-values it was determined the point where 

the model performs best, balancing simplicity and accuracy, 

which is critical in detecting activities or potential intrusions 

in the IoT network traffic analysis. Figure 5 shows the graph 

of the results of this score list. 

Based on this accuracy results for different values of k in 

KNN model, it is evident that accuracy initially decreases as k 

increases from 1 to 5. The highest accuracy of 0.998768 
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occurs at k=1, indicating that the model is highly sensitive to 

the training data and may be overfitting.  

 

Fig. 5. Scorelist K Values 

 

A. Cross validation 

In this section of the analysis, cross-validation was 

employed to assess the robustness and reliability of the KNN 

and Decision Tree models. By using 5-fold cross-validation, 

the data was split into five subsets, allowing each model to be 

trained and validated on different portions of the dataset. This 

approach helps to mitigate overfitting and ensures that the 

models generalize well to unseen data. Figure 6 shows the 

results of the cross-validation for both models. The resulting 

cross-validation scores provide insight into each model’s 

performance consistency, highlighting the Decision Tree’s 

slight edge over KNN in classification accuracy.  

Based on the cross-validation scores, both the KNN and 

Decision Tree models exhibit high performance, with mean 

scores around 0.99. The Decision Tree slightly outperforms 

KNN, suggesting it may generalize better to unseen data. The 

consistent scores across folds indicate stability in the models’ 

predictions, reinforcing their reliability for distinguishing 

between normal activity and potential cyberattacks in IoT 

interactions.  
 

B. Validation scores 

Based on the accuracy results for both the KNN and 

Decision Tree models, the KNN model demonstrated a high 

training accuracy of approximately 99.85% and a validation 

accuracy of about 99.12%. In contrast, the Decision Tree 

model had a training accuracy of around 99.44% and a 

validation accuracy of 98.99%. The KNN model’s higher 

validation accuracy suggests it is better at generalizing unseen 

data compared to the Decision Tree, which may indicate that it 

captures the underlying patterns in the data more effectively. 

However, the slight difference in performance highlights the 

importance of tuning model parameters and understanding the 

trade-offs involved in each approach. 

 

 

Fig. 6. Cross-Validation Score 

 

IV. CONCLUSION 

After training and validating the effectiveness of these 

two models K-Nearest Neighbors and Decision Tree 

algorithms for detecting intrusion activities within a smart 

home IoT Network, the models were able to accurately 

classify activities, demonstrating the applicability of machine 

learning techniques in IoT security systems. This research 

project underlines the potential for AI in smart homes to 

enhance protection against evolving cyber threats. Both 

models showed strong performance in classifying IoT 

interactions based on the data set that was used. The 

classification report provides a detailed evaluation of the 

performance for both KNN and Decision Tree models. KNN 

shows a higher precision, recall and F1-scores for certain key 

classes, which indicates its ability to deliver accurate and 

comprehensive classifications. Especially for these IoT 

activities. Meanwhile, the Decision Tree’s performance is 

comparable, but with slightly lower generalization to unseen 

data. While both models exhibit reliable cross-validation 

scores, the KNN model’s stronger results on unseen data make 

it more robust for real-world applications, emphasizing the 

importance of tuning to enhance overall performance. This 

type of work should be regulated as part of a comprehensive 

policy [31], especially for medical IoT applications [32-34]. 

Future work could expand on these findings by 

incorporating more complex datasets, exploring additional 

algorithms, or integrating real-time traffic monitoring. Such 

advancements could significantly improve the scalability and 

effectiveness of intrusion detection in smart homes, ensuring a 

more comprehensive defense mechanism against potential 

threats. 
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