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Abstract- In the field of psychology, the use of artificial 

intelligence-based depression detection chatbots is being employed 

in order to reduce the percentage of people with depression in the 

world. However, 3 out of 8 sessions conducted to these software 

products are not completed due to lack of confidence or self-esteem, 

trustworthiness and safety of the user. This is due to the 

disengagement of the chatbot in the conversation it holds with users 

and the color connotation employed. To avoid producing chatbots 

with this quality, this research presents a maturity model to evaluate 

these conversational agents, combining a questionnaire to measure 

the usability of mobile health applications, a performance metric to 

measure the chatbot's ability to detect depression, and a proposed 

category that evaluates whether appropriate depression detection 

tools were used when training the classification model to detect 

depression; the results obtained indicate that this model could 

achieve an average additional accuracy of 6% when evaluating a 

chatbot. 

Keywords--maturity model, artificial intelligence, software 

product, chatbot and "depression. 

I. INTRODUCTION 

The World Health Organization mentions that 3.8% of the 

world's population suffers from depression, that is, 

approximately 280 million people [21]. In view of this, different 

technological companies are venturing into the medical field 

using emerging technologies in order to contribute and minimize 

the percentage of people suffering from this mental disorder 

[11]. Chatbots have been developed for the detection of 

depression based on artificial intelligence. However, 3 out of 8 

sessions performed to these software products are not completed 

[9]. This raises a big question about the factors that cause users 

not to complete their sessions. According to [9], the declarative 

psychological responses by these bots bring significant negative 

impacts to the user such as lack of confidence or self-esteem as 

a consequence of the chatbot's disengagement from the 

conversation. In addition, the color connotation employed does 

not reflect the trustworthiness or security that the user requires 

[14], concluding that there is no process-oriented evaluation 

method for this type of software [16]. 

According to [16], evaluating the different characteristics of 

a chatbot can be a difficult challenge, because the artificial 

intelligence module of the software product is usually improved. 

However, these usually have a focus only on the artificial 

intelligence algorithms and do not help to improve the quality 

attributes. 

Our goal is to find a tool that can evaluate the effectiveness 

and usability of chatbots, since they provide the depressed user 

with a company with whom he can interact and communicate 

his problems, anxieties and thoughts so that it can provide 

psychological support similar to that of a psychologist to 

counteract the severity of these mental disorders. 

Therefore, a maturity model was developed consisting of 

the categories of suitability, usability and performance, which 

attempt to measure the chatbot in terms of usability and 

effectiveness. To validate its contribution to the solution of the 

problem, experiments were conducted with the help of an 

artificial intelligence-based depression detection chatbot. These 

experiments allowed us to achieve an increase in accuracy of 6% 

compared to other ways of evaluating this type of chatbots as 

detailed below. 

II. RELATED WORKS 

The field of chatbot evaluation has become a crucial area of 

research, as determining their quality and accuracy in response 

and experience that can have a significant impact on the user 

experience and the success of their implementation. This section 

mentions related work that uses techniques similar to those used 

by us. These researches mention proposals or alternative 

approaches to improve aspects related to the evaluation, 

usability or satisfaction of different technologies in the health 

field. 

From the point of view of other research on evaluation 

metrics that we can link to software products related to the 

healthcare sector, a maturity model for evaluating and 

improving software testing practices called TMMi has been 

proposed in [10]. This model provides an overview of global 

software testing trends and certifications and is based on a large 

number of metrics from the QA sector. At [22], a similar 

approach was proposed, as the author adapts an agile testing 

maturity model to integrate it to software products to improve 

their quality and efficiency. Also, a group conformed by five 

usability heuristics was proposed for the improvement of these 

chatbots, but experts made observations about the effectiveness 

and clarity of the solution [16]. The author in [18] raised a 

similar approach, because he identified which are the most 

important features to evaluate the quality in use based on 

ISO/IEC25010 for clinical software. In addition to this, the 

author in [03] proposed a framework called QinUF to measure 

software quality in use based on semantic similarity and 

sentiment analysis. That is, it determines the quality of a 

software in use based on its sentences and score. 

In [1], the authors propose that the sociocultural and 

behavioral aspects of mHealth users should be considered when 

designing and implementing mobile health applications. They 

also suggest improving the functions and features of such apps 
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to more effectively meet users' needs, thereby increasing their 

satisfaction and willingness to use them in the future. In contrast, 

we propose functionality enhancements to improve 

effectiveness, usability, and satisfaction. 

In [4], the authors propose an improved methodology to 

evaluate the quality in use of clinical chatbots. This 

methodology is based on the ISO/IEC 25010 standard and uses 

the AHP method to compare different clinical chatbots based on 

their quality in use. The methodology also includes an additional 

contribution by defining a quantitative method for calculating 

AHP pairwise comparisons. In contrast, in our model we employ 

the ISO/IEC 25040 standard, which focuses on measuring and 

evaluating the quality in use of the software and meeting the 

needs of users to achieve specific objectives in a given context. 

In [14], the authors propose a set of five usability heuristics 

for evaluating chatbots, which are based on experience in the 

development of this type of applications and on a thorough 

review of the state of the art. These heuristics were tested in a 

case study with the help of five experts, who evaluated an 

education-oriented chatbot. The results revealed that, although 

the proposed heuristics need to be refined, they are an excellent 

first step to broaden the horizon of usability evaluations in 

chatbots. On our side, we propose quantitative heuristics to 

measure the effectiveness, usability in chatbots aimed at 

depression detection and evaluation.  

In [24], the authors propose the development and validation 

of a new mobile health app usability questionnaire (MAUQ) to 

assess the usability of mobile health apps. The study was based 

on existing questionnaires used in previous mobile application 

usability studies. Our research work proposes a maturity model 

to measure not only usability, but also tool performance and 

suitability, based on questionnaires. 

In [15], the authors propose a machine learning-based 

classification model for the detection of coronary heart disease, 

which uses clinical data and expert opinion as input to predict 

the presence or absence of coronary heart disease in patients. In 

addition, they propose the use of metrics such as accuracy, 

sensitivity, specificity, Jaccard score, F1-score and confusion 

matrix to assess the accuracy of the model. In contrast, we 

propose metrics such as usability and performance as evaluation 

in order to improve the usability and effectiveness of the chatbot. 

In [15], the authors propose a machine learning-based 

classification model for the detection of coronary heart disease, 

which uses clinical data and expert opinion as input to predict 

the presence or absence of coronary heart disease in patients. In 

addition, they propose the use of metrics such as accuracy, 

sensitivity, specificity, Jaccard score, F1-score and confusion 

matrix to assess the accuracy of the model. In contrast, we 

propose metrics such as usability and performance as evaluation 

in order to improve the usability and effectiveness of the chatbot. 

III. MATURITY MODEL TO EVALUATE CHATBOTS USED FOR 

DEPRESSION DETECTION 

A. Preliminary concepts 

Definition 1 (Maturity Model [7]): A structured framework 

used to assess an organization's level of competence and 

performance in a specific area by identifying critical processes 

and defining best practices at each stage of that area's life cycle, 

enabling the organization to evaluate its current performance, 

identify areas for improvement, and establish a clear path to 

achieve a higher level of excellence. 

Definition 2 (ISO/IEC 25040 [13]): It is a worldwide 

standard that establishes guidelines for assessing software and 

system quality, as an integral part of the series dedicated to 

requirements and quality assessment of systems and software. 

This standard defines the process for software product 

evaluation. This process has the activity of "Establish the 

evaluation requirements", "Specify the evaluation", "Design the 

evaluation", "Execute the evaluation" and conclude the 

evaluation". 

Definition 3 (mHealth App Usability Questionnaire [24]): 

It is an instrument designed and validated to evaluate the 

usability of health applications, by means of a questionnaire 

that evaluates aspects such as ease of use, system layout and 

usefulness of the application using a 7-point Likert scale. This 

scale has the option of "Strongly disagree", "Disagree", 

"Moderately disagree", "Neither agree nor disagree", 

"Moderately agree", "Agree" and "Strongly agree". 

Definition 3 (mHealth App Usability Questionnaire [24]): 

It is an instrument designed and validated to evaluate the 

usability of health applications, by means of a questionnaire 

that evaluates aspects such as ease of use, system layout and 

usefulness of the application using a 7-point Likert scale. This 

scale has the option of "Strongly disagree", "Disagree", 

"Moderately disagree", "Neither agree nor disagree", 

"Moderately agree", "Agree" and "Strongly agree". 

Definition 4 (Area under the receiver operating 

characteristic curve [8]): AUC-ROC reflects the ability of a 

classification model to differentiate positive and negative 

classes using the plot of the true positive rate on the ordinate 

axis and false positive rate on the abscissa axis. If the AUC-

ROC tends to 100%, then the model's capability is considered 

good. If it tends to 0%, then its capability is considered poor. 

Definition 5 (Test Maturity Model Integration [10]): It is a 

structured framework based on best practices, which is used to 

assess the maturity level of an organization's software testing 

processes, through the definition of a set of key areas, practices 

and improvement objectives, in order to improve the quality and 

effectiveness of software testing and, ultimately, the quality of 

the software product. The TMMI model aims to provide clear 

guidance for organizations that want to improve their software 

testing processes and reach a higher level of maturity in this 

critical area. In addition, this model is so large that it has a guide 

for evaluating software products. 

Definition 6 (Artificial intelligence-based ChatBot [23]): A 

software product designed to interact with users in a 

conversational manner, simulating a human conversation. It uses 

artificial intelligence techniques, such as natural language 

processing and machine learning, to understand and respond to 

user questions and requests. These ChatBots can be used in a 

variety of applications, such as customer service, technical 

support, web browsing assistance and more, providing fast and 

personalized responses through chatbot interfaces. 
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Concept 1 (TMMI and ISO/IEC 25040): The union of Test 

Maturity Model Integration (TMMI) and ISO/IEC 25040, 

provides a comprehensive approach towards the assessment of 

chatbots used in depression detection. On the ISO/IEC 25040 

side, it provides an evaluation process that provides guidance on 

how to select metrics and apply decision criteria. On the TMMI 

side, this model provides guidance on how to set the quantitative 

evaluation objectives, how to measure quantitatively, obtain the 

results to compare with the established objectives and determine 

the maturity level. 

Definition 7 (Depression screening tools [5]): Depression 

screening tools are instruments used to assess symptoms of 

depression in an individual. These questionnaires or scales can 

be useful in identifying individuals who may be experiencing 

symptoms of depression and need additional medical or 

psychological care. The tools to be used depend on the target 

audience and the area of depressive symptoms assessed by the 

chatbot. These tools will be described below indicating the 

name, abbreviation, utility and source: 

 
Table 1. Depression screening tools 

 

Name 
Abbreviati

on 
Utility Source 

Beck 

Depressi
on Scale 

BDI 

Assesses symptoms of 

depression based on the 

emotions and thoughts 
associated with it. (Durankuş 

& Aksu, 2022).. 

https://pubm

ed.ncbi.nlm.

nih.gov/324
19558/ 

 

Hamilton 
Depressi

on 

Inventory 

HDRS 

It assesses symptoms of 
depression based on a variety 

of domains, including 

emotional symptoms as well as 
physical and behavioral 

symptoms (Braunschneider et 

al., 2021).. 

https://pubm
ed.ncbi.nlm.

nih.gov/332

49538/ 

Geriatric 

Depressi

on Scale 

GDS 

Assesses symptoms of 

depression based on a 

combination of emotions and 
physical symptoms related to 

depression in older adults. 

(Thompson & Jones, 2020). 

https://pubm

ed.ncbi.nlm.
nih.gov/330

15310/ 

Edinburg
h 

Postnatal 

Depressi
on Scale 

EPDS 

It assesses symptoms of 

depression based on a 

combination of emotions and 
thoughts related to the 

postpartum period (Lutkiewicz 

et al., 2020).. 

https://pubm

ed.ncbi.nlm.
nih.gov/327

31490/ 

Patient 

Health 

Question
naire 

PHQ-9 

It assesses symptoms of 

depression based on a 

combination of emotions, 
thoughts, and physical 

symptoms related to 

depression with a 2-week 
scope. (Burchert et al., 2021).. 

https://pubm

ed.ncbi.nlm.

nih.gov/334
06120/ 

Childhoo

d 

Depressi
on 

Inventory 

CDI-2 

Assesses depressive symptoms 

based on a combination of 
emotions, cognitions, and 

depression-related behaviors in 

children and adolescents 
(Gijzen et al., 2021).. 

https://pubm
ed.ncbi.nlm.

nih.gov/329

56963/ 

  

B. Method 

In this article, we present an approach based on TMMI and 

ISO/IEC 25040 to evaluate chatbots focused on depression 

detection. Our maturity model seeks to provide a clear and 

organized structure to systematically assess an organization's 

capability in depression detection using chatbots, identifying 

both strengths and weaknesses.  

1) Model 

The main contribution of this paper is the design of a model 

that proposes three categories to evaluate chatbots. The first 

category is called "Suitability of depression detection tools". 

This category evaluates whether appropriate depression 

detection tools were used when training the model to detect 

depression. That is, whether the datasets used to train the 

artificial intelligence module implemented in the depression 

detection chatbot were appropriate taking into account the 

scope of the target audience of this conversational agent. Table 

4 below shows the structure of the calculation of this category. 

 
Table 2. Description of the questions related to the category "tool suitability". 

Ask Depression screening tool 

Does the chatbot detect depression 
based on emotions and the 

thoughts associated with it? 

When training the classification 
model, did you use data sets related 

to the Beck Depression Scale? 

Does the chatbot detect depression 

based on emotional symptoms as 
well as physical and behavioral 

symptoms? 

When training the classification 

model, did you use data sets related 
to the Hamilton Depression 

Inventory? 

Does the chatbot detect depression 
based on emotions and physical 

symptoms related to depression in 

older adults? 

When training the classification 
model, did you use data sets related 

to the Geriatric Depression Scale? 

Does the chatbot detect depression 
based on combination of emotions 

and thoughts related to the 

postpartum period? 

When training the classification 
model, did you use data sets related 

to the Edinburgh Postnatal 

Depression Scale? 

Does the chatbot detect depression 

based on thoughts and physical 

symptoms related to depression 
with a 2-week range? 

When training the classification 

model, did you use data sets related 

to the Patient Health Questionnaire? 

Does the chatbot detect depression 

based on emotions, cognitions and 
depression-related behaviors in 

children and adolescents? 

When training the classification 

model, did you use data sets related 
to the Childhood Depression 

Inventory? 

 

Table 2 shows the questions, in the "Question" column and 

the "Depression detection tool" column, that the evaluator 

should answer with "Yes" or "No". For example, if the evaluator 

answers with "Yes" to the question "Does the chatbot detect 

depression based on emotions and the thoughts associated with 

it?", then the question in the same row, but in the "Depression 

detection tool" column, should be used, otherwise the next 

question in the "Question" column will be asked. In the case of 

a "Yes" answer to the question above, the question "When 

training the classification model, did you use data sets related to 

the Beck Depression Scale?" should be used.  This category is 

calculated with the following formula:  
𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑡𝑜𝑜𝑙𝑠 𝑡𝑜 𝑏𝑒 𝑖𝑚𝑝𝑙𝑒𝑚𝑒𝑛𝑡𝑒𝑑

𝑇𝑜𝑡𝑎𝑙 𝑡𝑜𝑜𝑙𝑠 𝑖𝑚𝑝𝑙𝑒𝑚𝑒𝑛𝑡𝑒𝑑
∗ 100% =

%𝐴𝑑𝑒𝑞𝑢𝑎𝑐𝑦 𝑜𝑓 𝑡𝑜𝑜𝑙𝑠               
(1) 

                        

The second category is called "Usability", and the mHealth 

App Usability Questionnaire is used to measure it. This 

https://pubmed.ncbi.nlm.nih.gov/32419558/
https://pubmed.ncbi.nlm.nih.gov/32419558/
https://pubmed.ncbi.nlm.nih.gov/32419558/
https://pubmed.ncbi.nlm.nih.gov/32419558/
https://pubmed.ncbi.nlm.nih.gov/33249538/
https://pubmed.ncbi.nlm.nih.gov/33249538/
https://pubmed.ncbi.nlm.nih.gov/33249538/
https://pubmed.ncbi.nlm.nih.gov/33249538/
https://pubmed.ncbi.nlm.nih.gov/33015310/
https://pubmed.ncbi.nlm.nih.gov/33015310/
https://pubmed.ncbi.nlm.nih.gov/33015310/
https://pubmed.ncbi.nlm.nih.gov/33015310/
https://pubmed.ncbi.nlm.nih.gov/32731490/
https://pubmed.ncbi.nlm.nih.gov/32731490/
https://pubmed.ncbi.nlm.nih.gov/32731490/
https://pubmed.ncbi.nlm.nih.gov/32731490/
https://pubmed.ncbi.nlm.nih.gov/33406120/
https://pubmed.ncbi.nlm.nih.gov/33406120/
https://pubmed.ncbi.nlm.nih.gov/33406120/
https://pubmed.ncbi.nlm.nih.gov/33406120/
https://pubmed.ncbi.nlm.nih.gov/32956963/
https://pubmed.ncbi.nlm.nih.gov/32956963/
https://pubmed.ncbi.nlm.nih.gov/32956963/
https://pubmed.ncbi.nlm.nih.gov/32956963/
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questionnaire measures intention to use, ease of use, system 

layout, usability and satisfaction. 

 
Table 3. mHealth App Usability Questionnaire (MAUQ)[21]  

 

Dimension 
mHealth App Usability Questionnaire 

ID Indication 

Ease of use 

S1 The application was easy to use. 

S2 
It was easy for me to learn how to use 

the application. 

S3 
Navigation was consistent when moving 

between screens. 

S4 
The application interface allowed me to 

use all the functions. 

S5 
Whenever I made a mistake while using 
the application, I could recover easily 

and quickly. 

Intention to 

use and 
satisfaction 

S6 I like the interface of the application. 

S7 

The information in the application was 

well organized, so I could easily find the 

information I needed. 

S8 
The application recognized and provided 

adequate information to inform me of 

the progress of my action. 

S9 
I feel comfortable using this application 

in social settings. 

S10 

The amount of time involved in using 

this application has been adequate for 

me. 

S11 I would use this application again. 

S12 
Overall, I am satisfied with this 

application 

Utility and 
system layout 

S13 
The application would be useful for my 

health and well-being. 

S14 
The application improved my access to 

health care services. 

S15 
The application helped me manage my 

health effectively. 

S16 
This application has all the functions 

and capabilities I expected it to have. 

S17 
I could use the application even when 
the Internet connection was poor or 

unavailable. 

S18 

This mobile health application provided 
an acceptable way to receive health care 

services, such as accessing educational 

materials, tracking my own activities, 
and performing self-assessments. 

 

The third category is called "Performance". This category 

evaluates the performance of the predictive model implemented 

in the chatbot using the confusion matrix to obtain sensitivity 

and specificity. In this way, the AUC-ROC can be calculated 

and the chatbot's ability to detect depression can be determined. 

Once the result of the 3 categories is obtained, a simple average 

will be performed to calculate the quality index. The quality 

index will be calculated with the following formula: 
 

 
𝑄𝑢𝑎𝑙𝑖𝑡𝑦 𝑖𝑛𝑑𝑒𝑥 =
%𝑇𝑜𝑜𝑙 𝑠𝑢𝑖𝑡𝑎𝑏𝑖𝑙𝑖𝑡𝑦+𝑈𝑠𝑎𝑏𝑖𝑙𝑖𝑡𝑦+𝑃𝑒𝑟𝑓𝑜𝑟𝑚𝑎𝑛𝑐𝑒

3
               

(2) 

 

 This model seeks to evaluate, in an accurate way, a 
depression detection chatbot by means of the combination of 
these 3 categories, using a simple average of the results obtained 
by each one of them. The 5 levels of this model will be described 
below: 

Table 4. Description of the maturity model levels by rank 

Level Range Comment 

1 [0%, 25%> 

At this level, the chatbot is difficult to use, 
due to the lack of an intuitive interface and 
limited interaction options. This agent 
detects depression wrongly and focuses on 
providing general answers and has been 
trained without taking into account its 
target audience. 

2 [25%, 50%> 

At this level, the chatbot is considered 
moderately difficult to use, unhelpful and 
unable to satisfy the user. This agent 
detects depression accurately on certain 
occasions and has been trained by taking 
into account a small part of its target 
audience. 

3 [50%, 70%> 

At this level, the chatbot is considered 
neither good nor bad in terms of ease of 
use, usability and user satisfaction. This 
agent detects depression accurately almost 
50% of the time and has been trained 
taking into account almost half of its target 
audience. 

4 [70%, 90%> 

At this level, the chatbot is considered 
moderately good in terms of ease of use, 
usability and user satisfaction. This agent 
detects depression accurately almost 70% 
of the time and has been trained with a 
large part of its target audience in mind. 

5 [90%, 100%] 

At this level, the chatbot is easy to use, well 
laid out, helpful and satisfies the user. This 
agent detects depression accurately almost 
90% of the time and has been trained with 
a large part of its target audience in mind. 

 

2) Process 
The second contribution of this paper is to make a 

comprehensive approach to bring together Test Maturity Model 
Integration (TMMI) and ISO/IEC 25040 to evaluate chatbots 
used in depression screening. On the ISO/IEC 25040 side, this 
provides an evaluation process that provides guidance on how to 
select metrics and apply decision criteria. On the TMMI side, 
this model provides guidance on how to establish the 
quantitative assessment objectives, how to measure 
quantitatively, obtain the results to compare with the established 
objectives and determine the maturity level. To apply this 
model, an assessment process was designed based on the model 
and standard described above. This process is used when 
evaluating the 3 dimensions formulated by the model proposed 
in this work. 

• The process starts when the user wants to evaluate 
a depression screening chatbot.  

• As step two, you have to select the categories of the 
model you want to measure.  
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• As step three, quantitative evaluation objectives 
must be established using the model to determine 
whether these objectives were achieved.  

• As step four, measurements have to be performed 
quantitatively in order to classify the chatbot.  

• As step five, the evaluation decision criteria must 
be applied to determine the result obtained by each 
selected category.  

• Step six is to obtain the results for each category 
selected.  

• As step seven, it is necessary to determine if all the 
categories of the model were selected in order to 
calculate the quality index of the chatbot, otherwise 
the results will be compared with the established 
objectives of the selected categories.  

• As step eight, the quality index has to be calculated 
in order to determine the level of maturity achieved 
by the chatbot.  

 

IV. EXPERIMENTS 

In this section, we will discuss the experiments of our 
project. Also, we will describe what is needed to replicate these 
experiments and discuss the results. 

A. Experimental Protocol 

The objective of the experiment was to identify the covered 

criteria of our model with respect to MAUQ and AUC-ROC in 

order to empirically analyze the variation of our results, through 

monthly iterations. In this regard, we attempted to describe in 

detail how different variables affect the final result to gain a 

deeper understanding of the variations among these. Careful 

analysis of these criteria not only enriches our knowledge of 

model performance, but also reveals areas that may require 

improvement and optimization for future development. 

The experimental procedure started with the identification 

of a depression detection chatbot called "Sequitur". This is a 

chatbot based on Machine Learning and validated by 18 medical 

students and 3 qualified psychologists. It is worth noting that 

these 3 psychologists agreed on the usefulness of the chatbot. 

There were 3 different versions of this chatbot to evaluate each 

one of them monthly. 

 

Fig. 1 Sequitur screens 

 
Fig. 2 Recommendation and citation screens 

These monthly iterations were carried out from June 2023 

to August 2023. For the execution of each iteration, meetings 

were coordinated with the developers to have knowledge about 

the changes made between each iteration and clarity at the time 

of evaluating the chatbot.  

B. Results 

In the first iteration, the questions of the proposed maturity 

model were used in their entirety and a percentage of tool 

suitability equal to 67%, usability equal to 88% and 

performance equal to 72% was obtained, giving as a final result 

a quality index equal to 76%. If we look at table 4, we can 

determine that the maturity level of the chatbot is 4. 
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 In the second iteration, improvements were made to the 

training of the classification model implemented in the chatbot. 

The dataset already managed for training the model was 

improved resulting in 75% performance. Regarding the 

usability and suitability of detection tools, they continue with 

the same percentages as iteration 1, since no significant change 

was evidenced. Therefore, a quality index equal to 77% was 

obtained. In other words, the maturity level calculated by the 

maturity model is still 4. 

 In the third iteration, improvements were made to the 

training of the classification model and user experience. A 

dataset related to the Hamilton Depression Inventory was added, 

which serves to detect depression based on emotional symptoms 

as well as physical and behavioral symptoms. In terms of user 

experience, they added new functionalities such as quotes and 

recommendations that psychologists can provide by reading the 

results of the severity of depression obtained by patients. It was 

calculated that the suitability of depression detection tools was 

equal to 100%, the usability equal to 89% and the performance 

equal to 82%, obtaining a quality index of 90% and a maturity 

level of 5: 
 

 

Fig. 3 Bar chart of the results of each category of the 

maturity model. 

The author's approach in [24] allows measuring the 

usability of a chatbot in terms of intention to use, ease of use, 

system layout, usefulness and satisfaction. Thanks to these 

metrics, it was possible to have evaluations sensitive to chatbot 

design changes. Regarding the chatbot's ability to detect 

depression, the author's research in. [8] helps us to determine 

the performance of such a chatbot classification model. This is 

reflected in Figure 4, since, if we average out the differences of 

the result of the maturity model, AUC-ROC and MAUQ, we 

will obtain that in the first iteration there was an average 

difference of 8%. As for iteration 2, there was an average of 7% 

and in iteration 3 there was an average of 5%. If we calculate 

the simple average of the averages of the 3 iterations, we obtain 

that the maturity model achieves by reaching an average of 6%. 

These calculations are shown in Table 5. Below are the 

iterations performed using the 2 approaches separately and 

unifying these approaches with our Suitability category for our 

maturity model. 
 

 
Fig. 4 Bar chart of the results of each measuring tool 

 

 
Table 5 Calculations of the average additional accuracy of the maturity 

model 

 

Our proposal to put together these 2 approaches and our 

category of depression detection tool suitability has allowed us 

to have a more accurate assessment on the maturity of a 

depression detection chatbot, as we were able to obtain 6% 

more accuracy, on average, when evaluating these 

conversational agents. 

 

V. CONCLUSIONS AND PERSPECTIVES 

The experimental procedure used in this study included the 

evaluation of a depression detection chatbot called "Sequitur", 

which received improvements in classification model training 

and user experience. This led to an increase in performance, 

depression detection tool suitability and usability, which 

resulted in a 24% increase in the quality score and a maturity 

level. 

 

From the research conducted, we can also conclude that the 

combination of usability metrics, performance and the proposed 

suitability category allow us to measure the usability and 

effectiveness of chatbots as software products with greater 

accuracy, since, thanks to the fact that our maturity model 

considers the category of suitability, usability and performance 

in the evaluation variables, we have been able to achieve an 

increase in accuracy of 6% compared to other ways of 

evaluating this type of chatbots. 

On the other hand, we believe that our experiments would 

have been more accurate if more artificial intelligence-based 

depression detection chatbots had been available, so there is a 

clear need for future research to improve and extend the scope 

of the proposed maturity model. These could determine the 

 Iteration 

1 

Iteration 

2 

Iteration 

3 

|Maturity Model - AUC-ROC| 4% 2% 8% 

|Maturity model - MAUQ| 12% 11% 1% 

Average of each iteration 8% 7% 5% 

Average of the sum of iterations 6% 
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addition of necessary approaches and improvements to the 

metrics already implemented in the model. Furthermore, we 

believe that our research can be complemented with a study that 

analyzes the difference in performance of classification models 

between chatbots trained with datasets based on depression 

detection tools and other information sources. 
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