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Abstract– Eco-Logica is the development of a prototype based 

on artificial neural networks that allows the prediction and 

visualization of CO2 pollution levels. The lack of control of CO2 

pollution levels produces impacts that negatively affect people's 

quality of life. For the development of the prototype, a research 

methodology with a quantitative approach is applied, which aims to 

analyze data associated with the pollution produced by carbon 

dioxide. The prototype, using regression techniques, makes 

predictions assuming pollution as a target variable, which is time 

dependent. Additionally, the neural network model is trained using 

datasets consulted from national government databases, whose 

information is freely accessible and usable. The information 

processed by the network allows us to build reports that are rendered 

graphically in the prototype, and thus monitor the pollution levels. 

To assess the quality of the predictions, the coefficient of 

determination, known as R-squared (R²), is used, resulting in a value 

of 0.87117. From this, it can be concluded that the proposed model 

adequately describes the data's variability. Furthermore, cross-

validation is performed using the standard deviation of R-squared, 

yielding a value of 0.0042, which is a positive indication that the 

model is not overfitting. 

Keywords-- Artificial neural networks, AI prediction, 

Regression techniques, CO2 pollution levels. 

 

I.  INTRODUCTION 

Carbon dioxide emissions, known as CO2, are one of the 

main factors responsible for global warming and its negative 

impact on air quality has serious consequences on people's 

quality of life [1], [2]. Therefore, it is vitally important to 

understand the behavior of CO2 and how it affects our planet to 

take effective measures to reduce its impact [3]. The following 

is a brief overview of the impact of CO2 on our planet. 

The regulation and monitoring of pollution levels, and CO2 

emissions, has always been a major issue in today's societies  

[4], [5], [6]. As the growth of the world population continues to 

increase considerably, it brings with it a significant increase in 

the motorization of populations, especially in urban sectors [7], 

[8], [9], [10].  

Considering that these emissions are one of the most 

frequent causes of decrease in air quality and cause of 

respiratory diseases [11], [12], [13], [14], the regulation and 

monitoring of emissions produced by internal combustion 

vehicles are both necessary and important.  Despite the wide 

dissemination of information on pollution especially CO2 

pollution, there are still many regions of the world that lack 

monitoring measures to control pollution levels [15].  

In addition, it is important to recognize that monitoring and 

regulating CO2 emissions not only benefits the environment but 

can also have a positive impact on the economy and society 

[16]. For example, the promotion of cleaner and more 

sustainable technologies can create green jobs and reduce the 

long-term costs associated with environmental pollution [17], 

[18].  

For the reasons set out in the previous paragraphs, 

governments have issued guidelines for organizations in 

different sectors to establish controls on the levels of CO2 

produced [19], [20].  

 The article is organized as follows. First, the introduction 

where the problem situation, the research question, and the 

justification are presented. Second, the methodology, where the 

design of the research process to obtain and test the proposed 

solution is presented, and the third part, the results, together 

with the respective discussion. 

II. RELATED WORKS 

The research technique used in this article in the literature 

review was a systematic mapping [21], [22] and further 

developed by [23], [24], [25], [26], [27], [28], [29], [30], [31]. 

It is divided into 4 steps (i) generation of research questions, (ii) 

selection of search criteria for primary studies, (iii) inclusion 

and exclusion criteria, and (iv) data extraction and study 

mapping, see Fig. 1. 

 

 
Fig. 1 Systematic mapping. 

 

Dybå et al. [1], provide a list of important databases in the 

field of computer science. The databases with the most 

important conferences and journals were selected. ACM Digital 

Library, IEEE Xplore, ScienceDirect, and Scopus were 

selected; each of them uses a search engine with different and 

varied mechanisms. 

Using the use of diverse literature bases we were able to 

search with our search chain with the keywords once having the 

results we proceeded to refine these searches to be able to arrive 

at the most updated results in the subject, and that possess free 

access for this form to guide or to orient the solution of the 

raised problem. Going from a chain of data with 1019 and once 
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limiting the time of 7 years of the antiquity of the data and that 

possess free access to the information. 

The literature search and analysis that provides the 

scientific basis for this research was carried out using a specific 

set of words, also known as keywords, which facilitate the 

identification of relevant studies in the context of contamination 

using AI.  

 

A. Main keywords 

• "Artificial Neural Network (ANN): Studies are identified 

that focus on the use and application of artificial neural 

networks, studies that are key to the purpose of this 

research. 

• "AI Prediction": The literature search using this term 

allows us to explore and learn about different AI 

techniques applied in environmental variable contexts, 

CO2 being one of them, thus providing a broader view of 

different predictive approaches. 

• "Pollution Prediction": Finally, "pollution prediction" 

identifies studies focused on pollution prediction, 

highlighting the relevance of addressing only predictive 

models in environmental monitoring.  

 

B. Keyword Combination: 

• "Artificial Neural Networks" AND "IA Prediction": This 

search provided studies that determine ANN as the focus.  

• "IA Prediction" AND "Pollution": The combination of "IA 

Prediction" and "Pollution" provided different 

investigations that directly address the relationship 

between pollutants, emphasizing environmental variables 

and predictions with artificial intelligence. 

• "Artificial Neural Networks" AND "Pollution Prediction": 

This search string allowed filtering those research studies 

where the use and application of ANNs are highlighted 

accurately to predict pollution levels. 

 

C. Relevance of recent references in research 

During the process of reviewing the state of the art, it was 

decided to filter research that had been published recently, 

prioritizing those references that ranged between 2019 and 

2024, to ensure that the knowledge consulted was up to date and 

relevant to the current state of the problem. 

 

D. Practical Applicability and Current Methodologies. 

Recent research claims to be able to analyze research 

methodologies and approaches, bearing in mind that these two 

aspects may change over time.  

Considering the approach of prioritizing recently published 

research, the result was that more than 88% of the referents 

meet this condition, thus contributing to the quality and 

relevance of the research, see Table I.  

 

 

 

TABLE I 
YEAR OF PUBLICATION OF THE STATE OF THE ART  

YEAR QUANTITY % 

2024 6 9.83% 

2023 23 37.70% 

2022 8 13.11% 

2021 8 13.11% 

2020 7 11.47% 

2019 2 3.27% 

< 2019 7 11.47% 

 

III. METHODOLOGY 

To predict contamination levels during the research, data 

captured from the Colombian National Government databases, 

whose information is freely accessible and usable, were used. 

Additionally, for the interpretation of the information captured 

from the repository, consulted literature is used to establish a 

criterion for classification and evaluation of the data. The 

technique used is Regression [32], considering that the main 

purpose of this research is to be able to make a prediction or 

estimate of a numerical value, which represents in terms of 

Artificial Intelligence, the target variable. The results provide 

an estimate of CO2 pollution levels as a function of time [33], 

[34]. By clearly understanding the objective of the research, it 

is possible to identify the key factors and the relationship 

between them (CO2 as a function of time). 

For the construction of the ANN-based prototype, the 

following phases were established: 

1) Define the objective: The central objective of the prototype 

is established, to achieve the estimation and monitoring of 

CO2 levels.  

2) Data capture: To carry out the research with real data, an 

API capable of establishing a connection with the national 

government databases is built to query such data.  

3) Data analysis and preparation: The consulted data must be 

subjected to an analysis stage, in which an attempt is made 

to discard information not relevant to the research and to 

determine possible adjustments to it.  

4) ANN model design: The design of the neural network, 

concerning the hyperparameters, is based on the quantity 

and quality of the data [35], [36].  

5) ANN training: Key phase for the design of the model. 

Training and tests on the designed model are established to 

identify possible over-adjustments. 

6) Model evaluation: The performance of the proposed model 

is evaluated, for which the most appropriate technique 

must be defined considering the characteristics of the data 

and the network [37], [38]. 
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7) Reports: It identifies which are the reports whose 

implementation in the prototype contributes in a better way 

to reading and interpreting in a better way the consulted 

data, covering in this way the monitoring of the same.  

8) Integration: The respective integration between the model 

and the proposed reports that will fulfill the prediction and 

monitoring functions is carried out. 

 

A. Applied technique for prediction. 

In the field of deep learning, different types of Neural 

Network models can be found, such as Artificial Neural 

Networks (with an emphasis on the Multilayer Perceptron 

model, MLP), Recurrent Neural Networks (RNN), and 

Convolutional Neural Networks (CNN). Each of these models 

has its advantages, depending on the characteristics of the 

problem at hand. However, CNN and RNN tend to be even 

more complex models. CNN and RNN have gained dominance 

in classification tasks, commonly in image classification tasks 

[46]. 

On the other hand, MLP is often more commonly used in 

regression tasks rather than classification, unlike CNN and 

RNN. Although the latter two models can also perform 

regression, the complexity of MLP models varies depending on 

the dataset's specific features. An important factor to consider 

is the training time, in which MLP has a significant advantage 

as it largely depends on the number of configured neurons [47]. 

 

 
Fig. 2 Biological Neuron and Artificial Neural Network. 

 

However, given the purpose of the current problem, which 

is to predict pollution levels, meaning predicting or estimating 

any numerical value, it is necessary to use a model that 

generates good results based on these characteristics. Therefore, 

a model with significant advancements in classification would 

not be the best choice for a regression task. Due to these 

considerations, it has been determined that MLP is the best 

choice in this case, supported by multiple studies concluding 

that MLP is the model that yields the best results in estimating 

numerical values [48]. It's also worth mentioning that the 

dataset being worked with does not have a significant level of 

complexity, and the number of variables it contains further 

allows for simplification in the model development. 

An artificial neural network (ANN) is based on processing 

units that interconnect tightly, which are called neurons since 

they mimic the behavior of a biological neuron. These neurons, 

or processing units, are also capable of processing and 

transmitting signals, just like biological neurons. 

Below, a biological neuron (A, C) and a representation of 

an artificial neural network (B, D) are illustrated and detailed, 

see Fig. 2. 

A simple Multilayer Perceptron (MLP) model is proposed. 

The hyperparameters have been selected based on the data 

complexity and the nature of the task at hand, and are described 

as follows: 

• Hidden Layers (hidden_layer_sizes): The model consists 

of a single hidden layer with 29 neurons, as the data does 

not exhibit a high degree of complexity. 

• Activation Function (activation): The activation function 

used in all layers, including the hidden layer, is ReLU 

(Rectified Linear Unit). ReLU tends to mitigate the 

vanishing gradient problem, which can allow for faster and 

more stable network training. 

• Solver or Optimizer (solver): The optimizer used is 'lbfgs' 

(Limited-memory Broyden-Fletcher-Goldfarb-Shanno). 

lbfgs has fewer hyperparameters to tune compared to some 

other optimizers, simplifying the hyperparameter selection 

process. 

• Maximum Number of Iterations (max_iter): Model 

training will halt after 500 iterations. 

• Random State (random_state): The "random_state" 

value is set to 115 based on observed behavior during 

training sessions. 

• Regularization (alpha): L2 regularization (also known as 

Ridge regularization) is applied with an alpha value of 

0.046 to prevent overfitting. 

 

As an optimization method, also known as a solver, 'lbfgs' 

is set, along with a maximum limit of 500 iterations to guarantee 

a reasonable training time, thus avoiding possible overfitting. 

Finally, the model has been trained with the previously 

prepared data, to minimize the error between the model 

predictions and the real values of CO2 levels. On the other hand, 

to split the dataset (X and y) into training and testing sets, there 

has been an alternating between 10% and 30% for testing, with 

the remainder for training, resulting in assigning 10% of the 

data for testing and the remaining 90% for training, which has 

yielded better performance, see Fig. 3. 

 

 
Fig. 3 Hyperparameters configured. 

 

The training sessions were conducted in the collaborative 

development environment Google Colab, as it offers free access 
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to computational resources, such as GPUs (Graphics Processing 

Units), which are beneficial for machine learning tasks. 

During the training period, more advanced techniques were 

employed, such as Regularization, which aims to prevent 

overfitting and enhance the model's generalization capability. 

Additionally, simpler approaches were used, such as iterating 

over the model while alternating the random state value, in 

pursuit of obtaining the optimal behavior for this 

hyperparameter. 

The sample selected for this research is obtained from the 

Colombian National Government databases. Based on this data, 

the training and validation of the proposed ANN regression 

model are carried out. The quality and representativeness of the 

sample of records depends on the completeness and accuracy of 

the data provided by the state; for this same reason, the size of 

the sample also depends on the data that have been reported to 

the national government. On the other hand, the quality and 

adequacy of the sample size can be determined by the influence 

it has on the performance of the model through techniques such 

as cross-validation. To determine whether the influence of the 

sample is adequate, the model must be reliable, and for this, it 

must be satisfactory with statistical evaluations, such as, the 

importance that the model does not tend towards randomness or 

overfitting, which can be corroborated through the 

interpretation of the results given by the cross-validation [39] 

The cross-validation approach is generally one of the most 

reliable among the different validation techniques, and it 

consists of randomly dividing the research dataset into some 

subsets that are called k-fold, parts of the subsets are used for 

testing, and the remaining for training. Finally, the number of 

subsets(k) determines the number of iterations, where in each 

cycle mathematical calculations are applied to each subset. The 

value of the parameter k can be any positive integer value, and 

the most common choice for practical purposes is usually k=5, 

which represents the above definition [40], see Fig. 4. 

 

 
Fig. 4 Cross Validation: Source: [40]. 

 

IV. RESULTS 

An analysis is carried out to determine the tools or 

techniques that would allow a clear and precise visualization of 

the data already obtained through the API, thus covering as a 

first objective, to monitor the data. It is important to mention 

that this type of report is aimed at people who know the subject 

since the goal is to implement reports that give added value to 

the data in question. 

 

A. Histograms to show recorded average contamination. 

A histogram-type report is proposed, being a clear and 

accurate data visualization technique, specifically when it is 

desired to carry out historical data readings. It allows us to 

evaluate the behavior of contamination levels and to make 

respective comparisons between different periods. 

Additionally, it generates the possibility of being able to 

identify peaks in pollution levels for each of the sites that report 

CO2 data, see Fig. 5. 

 

 
Fig. 5 Example of a histogram report about CO2 data. 

 

B. Pie charts to show average contamination per station. 

To read the pollution levels of all stations over the last 

month, it is necessary to identify a technique that provides 

clarity and reflects the information accurately. The pie chart 

allows us to visualize the information understandably and to 

make comparisons between all the stations simultaneously, 

which generates added value to the information. Additionally, 

it allows to discriminate between different data sets for an even 

more specialized visualization, see Fig. 6. 

 

  
Fig. 6 Example of a pie chart report to make comparisons. 

 

C. Bubble chart to show the relation between CO2 and 

humidity. 

Considering that other factors facilitate the understanding 

of the data, it is determined that humidity is a key factor that 

should be considered during the monitoring process. A bubble 

graph is proposed to corroborate that the CO2 contamination 

data are consistent concerning the humidity readings made by 

each of the stations, see Fig. 7. 
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Fig. 7 Example of a bubble chart report about values of CO2 and 

humidity. 

 

D. Gauge chart to show the predictions. 

To implement the proposed ANN model, it is necessary to 

propose a tool that allows a simple interaction with the model 

and that, at the same time, is capable of adequately reflecting 

the predictions made, this being the most important indicator. 

Gauges, or gauge charts, are a powerful tool that facilitates 

the understanding and interpretation of the predictions 

generated by ANN. In our case, the gauge chart shows a specific 

measurement of its reference limits, providing a representation 

of the estimated pollution levels, see Fig. 8. 

 

 
Fig. 8 Example of a gauge chart report to show the final prediction. 

V. CONCLUSIONS 

In general, the results of this research are positive; the 

correct approach and development of each of the objectives set 

out have effectively guided each of the proposed activities.  

The application of Artificial Neural Networks (ANNs) has 

proven to be very useful in the prediction of pollutant 

emissions, particularly CO2. These neural networks are capable 

of processing large amounts of data quickly and efficiently, 

allowing the identification of complex patterns and the 

prediction of future trends. Moreover, the advantage of ANNs 

is their ability to learn through feedback on the results, which 

allows them to improve their accuracy and performance. 

Around the same perspective, several research has been carried 

out that have employed the use of machine learning as a key 

tool to address the contamination problem. This has allowed the 

integration of new technologies in the monitoring and control 

of pollutants, which has significantly improved the efficiency 

and accuracy in the detection of emissions and the assessment 

of environmental impact.  

This is why the implementation of this technique in the 

proposed problem generates an added value in the technological 

solution, giving way to further research to deepen all the 

benefits that it can provide. In summary, the use of Artificial 

Neural Networks is presented as an essential tool in the fight 

against air pollution and CO2 emissions, allowing a more 

accurate and effective prediction of pollutant levels and helping 

to take preventive measures to reduce their impact on human 

health and the environment. 

The exhaustive analytical study of the state of the art, 

focused on the use of AI techniques with special emphasis on 

ANN, has allowed the construction of solid bases that support 

the Eco-Logic proposal. The selection and use of keywords, in 

strategic combinations of each of the terms, together with the 

relevance of recent references, made it possible to approach the 

problem from an updated and pertinent perspective.  

On the other hand, the construction of the ANN-based 

prototype for monitoring and predicting CO2 pollution levels 

has culminated in a successful process. Considering that, the 

implementation of the OSINT technique for the search and use 

of open sources of information, together with the appropriate 

selection of the type of ANN, led to the development of a 

functional prototype, with different tools and specialized 

reports.  

Likewise, the quantitative evaluation with the use of the 

coefficient of determination (R²), properly applied to the ANN 

model developed, clearly indicated a positive result of 86.49%, 

thus understanding that the model can explain more than 85% 

of the CO2 pollution data. Furthermore, this value provides a 

solid indicator of the ability acquired by the prototype to predict 

CO2 pollution levels.  

In short, the identification of different types of neural 

networks, the application of techniques for open-source data 

collection, and the rigorous validations applied in real contexts 

suggest significant contributions throughout this research. The 

evident potential of the prototype built for future improvements 

and applications in more case studies associated with 

environmental monitoring is highlighted, which has been 

supported by all the traceability made to its effectiveness in 

predicting and monitoring CO2 pollution levels.  

When trying to apply the prototype in other case studies, 

for example in other regions of the country, it is recommended 

to keep the same dimension of the information. Keep within the 
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data set supplied to the ANN the same environmental variables 

with which it has been trained, such as humidity and CO2 

contamination, among others. This facilitates the generalization 

of the prototype to different study cases and its applicability. 

On the other hand, it is suggested the implementation of a 

strategy that allows a continuous updating of the data, to 

guarantee the relevance of the predictions made by the 

prototype in the long term. Therefore, the incorporation of 

updated data can help the model to identify new variations in 

the reported contamination levels.  

Also, considering the geographic variety of the Colombian 

territory, it is recommended to perform validations using the 

coefficient of determination (R²) to ensure the correct 

effectiveness of the prototype about the new data provided. 
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