Non-destructive evaluation of dry matter in ‘Edward’ mango by reflectance spectroscopy
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Abstract—Mango is a very popular climacteric fruit in America and Europe. Within the internal properties of mango, dry matter is a suitable indicator to estimate the final quality of mango, however, the measurement of this indicator requires destructive testing and high time consumption. Therefore, this research creates a new spectral database of Edward mango to build models based on Partial Least Squared Regression (PLSR) and Principal Component Regression (PCR). Our research analyzes a total of 18 PCR models and 18 PLSR models, where 4 types of transformations on the dependent variable (logarithmic, square root, square and none transformation), 3 types of reflectance-based feature extractors (logarithmic, first derivative and none transformation), and 3 preprocessing techniques (Standard Normal Variate (SNV), Multiplicative Signal Correction (MSC) and none preprocessing) have been studied. The research proposes a double cross-validation both to determine the optimal number of components and to obtain the final metrics. The best model has an RMSE of 1.6142 %MS and an RMSE of 0.6102 in the scaled dimension. The model used 3 components, did not use transformation, used R reflectance as the independent variable and MSC as the preprocessing technique.
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I. INTRODUCTION

Since 2002, fresh mango has been one of the most exported fruit in Peru and is the fourth most exported Peruvian fruit. The Peruvian Ministry of Foreign Trade and Tourism indicates that there are 4 main difficulties in mango production and export. Two of them are poor technological development and limited technical assistance to improve mango production and quality. Traditional techniques used to determine fruit maturity are destructive and cause delays in production.

Mango is a climacteric fruit that is generally harvested at the hard green stage, which facilitates the time to move and sell it [1], [2]. Mango fruit is traded in the market by quality categories. In the past, skin color, fruit size and shape were the most common quality determinants [3]–[5], but now characteristics related to internal and nutritional quality are very influential in the consumer's decision [6]. Dry matter (DM) is a fundamental quality characteristic in fresh fruit that facilitates judging its maturity [7]–[9].

To determine the internal quality of mango, a destructive procedure executed by trained personnel is required, which generates high analysis costs and does not allow inspecting the entire production [10]–[12]. Currently, new technologies based on nondestructive methods are used to help predict mango quality and maturity, such as nuclear magnetic resonance (NMR) [13], impact response [14], electronic nose [15], hyperspectral analysis [16]–[18] and near infrared (NIR) spectroscopy [6], [7], [10], [19]–[21]. Spectroscopy has been used in various applications such as the detection of explosives [22], adulteration of food products [23] and the detection of substances [24].

In NIR spectroscopy of fresh fruit, the interaction with light produces two main phenomena, absorbance, and reflectance. The absorbance is associated with the chemical components that are present in the fresh fruit, while the reflectance is caused by the physical microstructure of the skin and pulp of the fruit.

Lately, there is a growing interest in the use of advanced machine learning algorithms, such as deep learning, to model spectral data. Interest in deep learning (DL) is growing because it continues to learn as data increases, whereas traditional machine learning algorithms are locked at a certain point [25].

Fruit ripening is a process involving changes in physical and biochemical properties. DM is a chemical parameter and is used to determine the edible quality of the fruit. This variable is measured in percentage and remains constant at a certain ripening stage, and then increases indicating water loss. Its value depends not only on the species, but also on the crop and climate where it is grown or stored. In [26] the DM in mango was analyzed, obtaining values from 9.5 to 15.8%. A stable value (15.8%) indicates optimal mango quality for sale. However, not all the parameters have the same efficiency or capacity to determine both maturity and quality in the ripening process of a fruit.

In [27], the effectiveness of DM, total soluble solid (TSS), titratable acidity (TA), and peel color (PC) at harvest and postharvest of Cogshall mango in determining maturity and shelf life was compared. The study concludes that DM indicates if the mango will be of quality when it reaches its maximum maturity. In summary, MD is a parameter that indicates mango quality at harvest and postharvest in a controlled environment [6], [26]–[28].

It is of interest to predict maturity without resorting to destructive techniques. For this purpose, NIR spectroscopy is used. There are several applications, each with different wavelength ranges. The visible and near infrared spectroscopy (VIS-NIR) model F-750 with a wavelength range of 306 to 1140 nm was applied to the Pulmer mango. This has the characteristic of having red and green external spots.
Observations in [11] indicate that red pigments are found between 625-740 nm and green pigments between 500-565 nm. These green regions are the ones that affect mango spectra and are recurrent in immature mangoes. Then, if it is desired to identify DM, a range between 625-740 nm should be occupied, since red mangoes are those that are ripe [11]. Research [28] analyzes it with a time reflectance spectroscopic technique (TRS) to three types of mangoes: Haden, Palmer and Tommy Atkins. The results were like the previous investigation [28], since the green layer attenuates the spectrometer signal. Then another length must be resorted to, in this case from 650 nm to 690 nm. If the red layer predominates in the case, a length of 540 nm to 900 nm is used. Immature mangoes have a high chlorophyll content. In contrast, mature mangoes have these reddish spots due to the appearance of carotenoids [28]. In a recent investigation [29], a VIS-NIR spectrometer model USB4000 with a range of 300-1000 nm is used. The objective is to determine maturity from dry matter and soluble solids. There is an absorbance in green mangoes and in this case, interference is perceived at 675 nm. To identify DM, it is analyzed at values close to 914-916 nm. Then, NIR spectroscopy can estimate mango maturity accurately, only if the type of mango and the maturity stage are taken as a condition; at harvest and postharvest [11], [28], [29].

Once the data have been obtained, it must be analyzed to indicate and estimate the degree of ripeness. Partial least squares regression (PLS) or principal component analysis (PCA) is used for this purpose. However, some authors make prior use of multiple linear regression (MLR). In their case, they establish NIR calibration equations to determine starch and dry matter. From that, they predict soluble solids and, therefore, fruit sweetness upon consumption [30]. Finally, the PLS model is most effective when the mango is of the same cultivar. For example [31], when it is decided to compare MLR and PLS to determine which one better predicts a maturity index, developed based on physicochemical properties. First, MLR obtains higher correlation coefficient (R) values than PLS regression. However, when the calibration and validation standard deviation is calculated, it is shown that PLS has higher accuracy. It is concluded, that the PLS model is used in research that aims to predict the maturity of a fruit, but if higher accuracy of the results is desired, preprocessing with other regression models should be performed [30]–[32].

In summary, dry matter is effective physicochemical parameters for indicating and predicting mango ripeness. If quality is sought, dry matter is more relevant, since this parameter is also used to infer TSS, an indicator of fruit sugar. In addition, NIR spectroscopy can indicate mango maturity and quality, although it depends on the choice of a range of lengths. Finally, PLS regression model predicts mango maturity and quality, based on spectral samples taken at harvest and destructive tests performed throughout the shelf life. In this way, it seeks to relate both data and establish a prediction. However, if you want to be more accurate, preprocessing is required. Finally, research have been found mainly with Kent mangoes. However, no research has been reported where Edwards mango models have been built with NIR spectroscopy.

Therefore, in this research, different pre-processing and transformation techniques are studied using spectral signatures in the NIR range to create PLSR and PCA models with the aim of predicting the dry matter of an Edward mango with a faster and non-destructive approach.

II. METHOD

Fig. 1 shows the methodology implemented. The methodology has been divided into 4 phases. Spectral data collection and DM measurement, a pre-processing stage of the raw data, a double cross validation (CV) stage and finally a testing phase to obtain the model metrics.

![Methodology flowchart](image)

A. Collection of spectral signatures

Spectral signature recording was performed with an AvaSpec-NIR256-1.7-EVO NIR spectrometer in reflectance mode. The spectrometer has an operating spectral range of 900 to 1750 nm with 221 bands.

![Location of measurement points](image)
Eighteen Edward variety mangoes have been sampled; however, 12 measurement points have been identified on each of them, making a total of 216 samples. The location of the measurement points is determined by a measurement protocol detailed in Fig. 2. First, the mango is placed with the dorsal shoulder to the right, then 3 circles are marked at different levels on the cheek of the mango as shown in Fig. 2A. Subsequently, the mango is turned 90 degrees and 3 new areas are marked at different levels as shown in Fig. 2. The procedure is repeated as shown in Figure 2C and Figure 2D.

B. DM measurement

A measurement of the amount of dry matter per mango was carried out due to the high time consumption of the drying procedure. The experiment used a Radwag MA 50.R moisture analyzer with a readability of 1 mg.

Fig. 3 Detail of dry matter sample strands extracted from the mango.

DM was estimated from two slices of pulp from both mango cheeks. First, two longitudinal cuts were made without touching the mango pulp. Subsequently, a slice was taken from each cheek as shown in Fig. 3. Yellow dotted lines represent the cut cheeks in A, B, C and D. The red solid lines show the extracted slices in their lateral view in A and C. The red filled areas show the slices extracted in their front view in B and D.

C. Pre-processing

A flow chart of the pre-processing stage is detailed in Fig. 4. First, the dependent variable went through a transformation substage (logarithmic, square root, power of two or no transformation).

On the other hand, the independent variables (see Fig. 5A) went through a filtering sub-stage applying a Savitzky-Golay filter with a 7-point window and a second-degree polynomial (see Fig. 5B).

The filtered independent variable went through a transformation substage (logarithmic, first derivative or no transformation). The first derivative was calculated by applying a Savitzky-Golay filter with a 7-point window and a second-degree polynomial.

The most used smoothing and differencing technique in chemometrics is the Savitzky-Golay method [33]–[35], which consists of a local polynomial regression requiring equidistant spectrum values, as shown in (1).

\[ x_j^\ast = \frac{1}{N} \sum_{h=-k}^{k} c_h x_{j+h} \]  

(1)

Where, \( x_j^\ast \) is the value of the curve to be smoothed or derived. \( N \) is the number of points in the window. \( k \) is the number of neighboring points per side. \( c_h \) are the coefficients that depend on the degree of the regression polynomial and the objective (smoothed or derived).

Additionally, transformed independent variables were passed to a pre-processing substage. In this stage, one of the following techniques was applied: Standard Normal Variate (SNV), Multiplicative Signal Correction (MSC) or none of the above. As example, you can see Fig. 5C, where SNV is applied to Fig. 5B.

Finally, the independent and dependent variables went to a scaling stage of mean removal and unit variance standardization. As example, you can see Fig. 5D, where scaling is applied to Fig. 5C.
A crucial point to build a predictive model with PCR or PLSR is to decide the number of components to be used. In principle, previously the independent variables can pass a variable selection stage, however for simplicity the project is limited to finding the optimal number of components $n_{\text{opt}}$.

In the internal CV, the calibration set was divided into training and validation sets. The 12 samples from each handle were combined, shuffled and finally distributed in the same set to avoid false optimistic results.

The selection of the optimal number of principal components is based on one standard error rule. Finally, the lists of 50 candidates of optimal number of components were analyzed using a histogram. The final $n_{\text{opt}}$ is determined by calculating the mode of the candidates.

A schematic of the double CV is explained in Fig. 6. The internal CV defines the training and validation sets; and the optimal number of $n_{\text{opt}}$ components. The inner CV is repeated 50 times, resulting in a list of 50 $n_{\text{opt}}$. The external CV defines the test and calibration sets. Each external segmentation obtains the list of 50 $n_{\text{opt}}$. At the end the $s_{\text{OUT}}$ lists are grouped.
E. Double CV with repetitions

The external CV is rerun to build a model with $a_{\text{opt}}$ components. The training uses the entire calibration set and makes predictions from the test set. The procedure is repeated for the other CV segmentations until the prediction of all data is completed as shown in Fig. 7.

The result of the procedure explained in Fig. 8 are the test set predictions scaled by the pre-processing stage and $y_{\text{PPtest}}$ that attempt to fit $y_{\text{ytest}}$. In addition, $y_{\text{ytest}}$ and $y_{\text{PPtest}}$ went through an inversion of the previous scaling and transformation to obtain $y_{\text{ytest}}$ and $y_{\text{PPtest}}$. Finally, applying the following equation yields RMSE and $RMSE_{\text{PP}}$.

III. RESULTS AND DISCUSSION

The method presented consisted of evaluating 4 transformations, 3 types of features and 3 pre-processing techniques, that is, 36 models as shown in Table I.

The model with the lowest RMSE employed PLSR, used the $y$-transform, using R as the independent variable and MSC as the pre-processing technique, see Table I. This model obtained an RMSE of 1.6142 %DM and an $RMSE_{\text{PP}}$ of 0.6102 in the transformed dimensional scale.

<table>
<thead>
<tr>
<th>Feature</th>
<th>PP</th>
<th>PCR</th>
<th>PLSR</th>
<th>PCR</th>
<th>PLSR</th>
<th>PCR</th>
<th>PLSR</th>
</tr>
</thead>
<tbody>
<tr>
<td>R</td>
<td>SNV</td>
<td>2.19</td>
<td>1.62</td>
<td>2.21</td>
<td>1.62</td>
<td>2.20</td>
<td>1.62</td>
</tr>
<tr>
<td></td>
<td>MSC</td>
<td>2.11</td>
<td>1.61</td>
<td>2.17</td>
<td>1.62</td>
<td>2.13</td>
<td>1.62</td>
</tr>
<tr>
<td></td>
<td>None</td>
<td>2.12</td>
<td>1.65</td>
<td>2.16</td>
<td>1.67</td>
<td>2.14</td>
<td>1.78</td>
</tr>
<tr>
<td>Log(1/R)</td>
<td>SNV</td>
<td>2.26</td>
<td>1.65</td>
<td>2.28</td>
<td>1.70</td>
<td>2.26</td>
<td>1.67</td>
</tr>
<tr>
<td></td>
<td>MSC</td>
<td>2.28</td>
<td>1.65</td>
<td>2.30</td>
<td>1.70</td>
<td>2.29</td>
<td>1.67</td>
</tr>
<tr>
<td></td>
<td>None</td>
<td>2.23</td>
<td>1.71</td>
<td>2.29</td>
<td>1.76</td>
<td>2.25</td>
<td>1.73</td>
</tr>
<tr>
<td>1D</td>
<td>SNV</td>
<td>2.16</td>
<td>1.75</td>
<td>2.19</td>
<td>1.78</td>
<td>2.17</td>
<td>1.76</td>
</tr>
<tr>
<td></td>
<td>MSC</td>
<td>2.14</td>
<td>1.76</td>
<td>2.17</td>
<td>1.79</td>
<td>2.15</td>
<td>1.63</td>
</tr>
<tr>
<td></td>
<td>None</td>
<td>2.10</td>
<td>1.67</td>
<td>2.18</td>
<td>1.71</td>
<td>2.14</td>
<td>1.69</td>
</tr>
</tbody>
</table>

Note: Pre-processing

Next, the best model for %MD is analyzed. Fig. 9 shows the histogram of the optimal number of components found in the double CV for the PLSR-$y$-R-SNV model. Therefore, finally the model used only 3 components.

Fig. 10 shows the MSE on the transformed scale of the variable for different model complexities in the Double CV. The gray line shows the MSE in each of the CVs, while the blue line represents the average of all the gray lines. The red dashed line shows the optimal number of components determined in Fig. 9. Finally, the cyan dashed line shows the MSE level in the test set.

Fig. 11 shows the predicted versus actual DM values. In the plot a trend can be observed in the blue line representing a perfect model. In gray color the predictions made in each of the CVs of the Double CV are shown. In addition, the predictions of the test set are represented with different colors corresponding to each mango.
Fig. 11 DM Prediction Vs True value.

Fig. 12 shows the prediction errors versus the actual DM values. In the plot an average error close to zero can be observed. In gray color the prediction errors of each of the CVs of the Double CV are shown. In addition, the prediction errors of the test set are displayed with different colors corresponding to each mango.

Fig. 12 DM Error Vs True value

Fig. 13 shows the prediction errors versus sample number. A mean error close to zero and a relatively constant variance distribution can be observed in the plot. The prediction errors of the test set are plotted with different colors corresponding to each mango.

The results are analyzed from the mean RMSE and the range considering the standard deviation of the expected value according to (2)

\[
Std = \frac{\bar{\sigma}}{\sqrt{c}}
\]  

(2)

Where \(Std\) is the standard deviation of the expected value, \(\bar{\sigma}\) is standard deviation of the samples and \(c\) is the number of samples.

Table II shows the RMSE of the expected PCR and PLSR, as well as the ranges for the DM variable applying different transformations. The results showed evidence that PLSR has better metrics than PCR for all the transformations studied. On the other hand, \(y\) and \(y^2\) transformations have shown evidence that on average they present better results than \(\log(1/R)\) transformation when using PCR. Additionally, it is shown that the \(y^2\) transformation has presented on average better results than \(\log(1/R)\) when using PLSR.

**TABLE II**  
AVERAGE AND RANGE OF RMSE APPLIED TO DIFFERENT TRANSFORMATION

<table>
<thead>
<tr>
<th>Transformation</th>
<th>RMSE PCR</th>
<th>RMSE PCR ± 1*Std</th>
<th>RMSE PLSR</th>
<th>RMSE PLSR ± 1*Std</th>
</tr>
</thead>
<tbody>
<tr>
<td>(y)</td>
<td>2.18</td>
<td>[2.16  2.20]</td>
<td>1.68</td>
<td>[1.66  1.70]</td>
</tr>
<tr>
<td>(\log(y))</td>
<td>2.22</td>
<td>[2.20  2.24]</td>
<td>1.71</td>
<td>[1.69  1.73]</td>
</tr>
<tr>
<td>(\sqrt{y})</td>
<td>2.20</td>
<td>[2.18  2.22]</td>
<td>1.69</td>
<td>[1.67  1.71]</td>
</tr>
<tr>
<td>(y^2)</td>
<td>2.14</td>
<td>[2.11  2.17]</td>
<td>1.67</td>
<td>[1.66  1.69]</td>
</tr>
</tbody>
</table>

Note: \(c\) value is 9.

Table III shows the expected RMSEs of PCR and PLSR, as well as the ranges for the DM variable using different features. The results showed evidence that PLSR has better metrics than PCR for the different types of features. On the other hand, the use of \(\log(1/R)\) has shown that on average it has disadvantages with respect to other features when PCR is used. Additionally, the use of \(R\) has shown that on average it presents better results than \(\log(1/R)\) and 1D when PLSR is used.

**TABLE III**  
AVERAGE AND RANGE RMSE APPLYING DIFFERENT TYPES OF FEATURE EXTRACTION

<table>
<thead>
<tr>
<th>Feature</th>
<th>RMSE PCR</th>
<th>RMSE PCR ± 1*Std</th>
<th>RMSE PLSR</th>
<th>RMSE PLSR ± 1*Std</th>
</tr>
</thead>
<tbody>
<tr>
<td>(R)</td>
<td>2.15</td>
<td>[2.14  2.17]</td>
<td>1.65</td>
<td>[1.63  1.66]</td>
</tr>
<tr>
<td>(\log(1/R))</td>
<td>2.25</td>
<td>[2.23  2.27]</td>
<td>1.69</td>
<td>[1.68  1.70]</td>
</tr>
<tr>
<td>1D</td>
<td>2.15</td>
<td>[2.14  2.16]</td>
<td>1.73</td>
<td>[1.71  1.74]</td>
</tr>
</tbody>
</table>

Note: \(c\) value is 12.

Table IV shows the expected RMSE of PCR and PLSR, as well as the ranges for the DM variable applying different preprocessing techniques. The results of PLSR are better than
those of PCR using either preprocessing. On the other hand, there is sufficient evidence that SNV is detrimental when PCR is used. However, there is no evidence of the same when PLSR is used.

<table>
<thead>
<tr>
<th>Pre-processing</th>
<th>RMSE PCR</th>
<th>RMSE PCR $\pm 1^\text{st} \text{Std}$</th>
<th>RMSE PLSR</th>
<th>RMSE PLSR $\pm 1^\text{st} \text{Std}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>SNV</td>
<td>2.21</td>
<td>[2.20 2.23]</td>
<td>1.68</td>
<td>[1.67 1.70]</td>
</tr>
<tr>
<td>MSC</td>
<td>2.19</td>
<td>[2.17 2.21]</td>
<td>1.68</td>
<td>[1.66 1.69]</td>
</tr>
<tr>
<td>None</td>
<td>2.15</td>
<td>[2.13 2.17]</td>
<td>1.70</td>
<td>[1.69 1.71]</td>
</tr>
</tbody>
</table>

Note: c value is 12

IV. CONCLUSIONS

We tested a total of 18 PCR and 18 PLSR models. A methodology based on a double CV was implemented. The internal CV was used to find the optimal number of components, $c_{\text{opt}}$, which was found with the one standard deviation rule.

The model with the lowest RMSE employed PLSR with 3 components, used y-transform, R-reflectance as independent variable and MSC as pre-processing technique. This model obtained an RMSE of 1.6142 %MS and an $R^2_{\text{EPP}}$ of 0.6102 in the transformed dimensional scale.

The $y$ and $y^2$ transformations have shown evidence that on average they present better results than $\log(1/R)$ transformation when using PCR. Additionally, it is shown that the $y^2$ transformation has presented on average better results than $\log(1/R)$ when using PLSR. In addition, working directly with reflectance $R$ has given good results. Not enough evidence has been found to claim that any preprocessing technique is better than another. Additionally, it can be stated that PLSR always showed equal or better results than PCR.

Finally, it was evidenced that it is possible to create models with good performance for Edwards mango by applying NIR spectroscopy to estimate dry matter.
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