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I.  INTRODUCTION 

Cyber Physical Systems (CPS) are systems that integrate 

physical processes, computational resources, and 

communication capabilities with the monitoring and/or control 

of entities in the physical world.  The components of a CPS 

can be centralized or distributed and usually include 

embedded devices, sensors, and wireless links.  Many system 

components are remotely deployed, have unique constraints 

and may be physically inaccessible for maintenance but not 

for attacks.  Examples include transportation systems, smart 

power grids, patient monitoring, smart buildings, flexible 

manufacturing systems, and many others.  Often, CPSs are 

safety-critical because their failure could endanger lives or 

cause large economic losses.  They exhibit at least two clear 

architectural levels: a hybrid control loop (lower level) and an 

information loop.  CPSs require a high level of adaptability 

because of continuously-changing conditions and need 

situation awareness and modifiability [1].  They may include 

legacy systems and they increasingly include humans in the 

loop. Typically, they use combinations of Commercial Of The 

Shelf (COTS) components and real-time operating  

systems, as well as products from different vendors using 

different protocols.  Many CPS also need to follow 

government or state regulations.  The design of CPS systems 

needs to consider several disciplines such as embedded 

systems, computers and communications and others and the 

software is embedded in devices whose principal mission is 

not only computation. 

For economic and productivity reasons, open networks 

are an attractive communication medium for CPSs, but doing 

this increases their vulnerability to intentional attacks.  The 

objectives of attacks may vary, from terrorist objectives to 

economic objectives such as collecting private information. 

The complexity of modern CPSs makes their secure design 

and maintenance very difficult, and CPS attacks are 

increasing; for example, cyber-manipulation of container 

logistics in a port has become a realistic attack [2], Stuxnet 

demonstrated the feasibility of attacking physical systems 

using worms [3, 4, 5], and similar attacks are possible and 

expected [6].  Security attacks in CPSs where humans are 

present can affect the privacy and safety of those systems and 

may have catastrophic consequences [7, 8, 9, 10, 11, 12, 13]. 

Vulnerabilities in CPS come from their sheer complexity 

and their heterogeneity.  Critical certified components often 

coexist with auxiliary systems built with lower standards [13]. 

CPSs and their components usually have strong dependencies 

on each other and attacks can easily propagate [14].  Another 

important reason is that security is built as an add-on, in a 

piecemeal fashion, parts of the system are secured using 

specific mechanisms but there is rarely a global security 

analysis of the complete system.  If done, different models 

may be used in different parts, e.g., one for the databases and 

another for wireless devices.  However, security requires a 

comprehensive approach to block all possible ways of attack 

or at least control their effects [15, 16].  Further, 

methodologies for building secure systems focus only on new 

systems, but the majority of the CPSs in practice are legacy 

systems, in constant maintenance.  Even systems built 

carefully suffer from architecture erosion, where changes 

made after deployment can invalidate or weaken security 

defence.  To address this problem, software legacy systems 

would need to be reengineered by tracing back code changes 

so that their impact on security mechanisms can be detected 

and corrected.  
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To design a secure system, we need to understand the 

possible threats to the system.  We need to understand how the 

specific components of the architecture are compromised and 

used by an attacker in order to fulfil his objectives.  It is not 

enough to apply the same security measures used in 

Information Technology (IT) systems to CPSs.  While 

superficially there are many commonalities, delving deeper 

one finds many differences when dealing with embedded and 

critical components.  The main threat to information systems 

is illegal reading of information, a confidentiality attack; the 

attacker wants to collect information that he can sell or use 

directly.  The main threats for CPSs are integrity attacks, 

illegal modifications or destructions of information, which 

may result in deception attacks.  In this case the attacker wants 

to disrupt the operations of the physical system or to enable 

the introduction of physical threats.  

 

Another difference is that IT attacks typically target any 

system and the attacker wants to collect as much information 

as possible, while CPS attacks target specific types of systems.  

These differences imply the need for a specialized analysis of 

threats as well as a corresponding use of security mechanisms 

and development methodologies.  We surveyed existing 

secure system development methodologies in [17] but all of 

them are for IT systems.  Attacks in IT systems can take only 

a few forms while attacks in CPSs have a much larger variety 

of ways to compromise a system [18, 19].  We know of no 

comprehensive secure development methodology specifically 

oriented to CPSs.  There are also several studies of threats for 

IT systems but it is not clear if they apply to CPSs where only 

a few studies of threats have appeared.   

 

Once we determine the threats to a system we can use 

security patterns as a guideline to incorporate mechanisms to 

stop or mitigate them. A security pattern is a solution to a 

security problem in a given context and provides a way for 

guiding system designers who are not experts on security 

[113].  A Reference Architecture (RA) aggregates several 

patterns related to a given domain of knowledge.  Data 

analysis has become very important for detecting security 

threats [21]; however, without an RA we only get a set of 

disjoint attacks, where we do not have a clear guidance on 

how to improve our architecture to stop them in the future.  

 

Threats can be described as threat patterns and mapped to 

their corresponding defenses [22, 23].  A misuse pattern 

describes how an attack is performed using the architectural 

units of the system, indicating its use of these units along time. 

 

We survey here what has been done about RAs and 

Security Reference Architectures (SRAs) for CPSs; we also 

consider work on cloud RAs because of the increasing use of 

clouds in CPSs.  While our emphasis is on security, three other 

related aspects should also be considered because they affect 

or are affected by security: compliance, reliability, and safety.  

Ours is not a systematic survey, we do not claim 

completeness, we only focus on what we consider interesting 

or significant approaches and we get from them ideas for our 

own future work in producing a SRA for CPSs. 

 

We start from the observation that the architecture of 

CPSs is a fundamental element in their susceptibility to attacks 

and it is also the source of strengthening to prevent these 

attacks.  It is analog to a building, where its structural design 

and integrity is the most important aspect in the face of 

earthquakes. While it is possible that an earthquake damages 

part of the building the building as whole never collapses.  

 

This paper is organized as follows:  Section II outlines the 

general security limitations, challenges and implementation 

trade-offs of CPS systems.  Section III reviews the existing 

literature on security solutions and security mechanisms for 

CPSs.  Section IV presents an approach to building safe and 

secure systems by introducing threat enumeration as the base 

for defining policies that can stop or mitigate these threats and 

then realized with patterns.  Section V presents our 

conclusions.  

 

II. CPS SECURITY CHALLENGES 

 

We first survey challenges in CPSs to see later how RAs 

can help.  

 

A. Limitations and Challenges of CPS 

All CPS must be dependable, secure, safe and efficient 

and able to operate in real-time.  They must also be scalable, 

cost-effective and adaptive.  Interconnected networks of 

embedded (and possibly mobile) devices and sensors in a CPS 

present the following fundamental limitations and challenges:   

 

Networking Challenges:  Present architectures are defined 

to optimize point-to-point communication and reliable point to 

point connection.  The current Internet architecture is not 

designed to support countless amount of physical data sources, 

sensors, actuators or any distributed amount of computing 

elements.  CPS systems may require the integration of the data 

from an increasing number of embedded devices such as 

sensors into a unified view of this data (data fusion).  

Therefore, network architecture needs to be redefined to 

optimize distributed information synthesis and retrieval as 

opposed to point-to-point communication.  

Computing Challenges:  Past distributed computing 

templates abstract distributed communication, providing 

support for location transparency and hiding communication 

details.  Future cyber-physical computing approaches will 

need to support a massively concurrent interaction with the 

physical world, and represent the external environment 

conveniently for the software developer.  This type of 

computing is called, environmentally immersive computing.  

Programming Language Design Challenges:  Cyber-

physical applications approach will be increasingly geared 

towards data fusion.  A representative object in an object-

oriented language can either exist or not.  In CPS, an object 

that represents an external entity (e.g. a door in a smart 
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building) will have to be associated with a confidence level 

that describes how likely it is that this object truly exists in the 

external world.  Abstractions should revolve directly around 

environmental elements such as data sources, objects and 

activities such as open door.  A sense of timing needs be 

introduced.  

Software Engineering Challenges:  Currently software 

engineering practices are mostly concerned with system 

robustness in centralized or clustered systems.  In CPS, an 

increase of functional and timing errors is introduced due to 

the integration of larger numbers of components into complex 

information processing networks.  The fundamental concern 

of cyber-physical computing is to provide the same timeliness 

and robustness in the presence of complex timing interactions, 

complex software integration and programming errors.  

Data Management Challenges:  Data mining and machine 

learning techniques will play an increasingly important role in 

CPS systems due to their autonomy.  Most of these systems do 

not require human assistance.  In such systems the 

identification of data patterns, context learning and detection 

of complex events of interest will have an important role in the 

design of network protocols and programming abstractions 

[24].  In the next section we consider security implementation 

trade-offs.  

 

B. CPS Security Implementation Trade-Offs 

There are considerable implementation challenges, mainly 

because the physical components of a CPS system introduce 

safety and reliability requirements qualitatively different from 

those in general purpose computing.  Furthermore, entities in 

the physical world are not entirely predictable.  These systems 

will not be operating in a controlled environment and they 

need to be robust enough to operate even under subsystem 

failures and unexpected conditions.  Furthermore, these 

systems need to consider the following implementation trade-

offs: 

Security vs. Efficiency:  CPS sensors may be small, 

lightweight and run using small batteries (e.g. wireless body 

area network WBAN).  Sensors may be resource constrained 

and must comply with real time requirements.  This implies 

that communication protocols should be fast, consume less 

processing power, small memory and less communication 

overhead.  This means that we need to use cryptographic 

techniques which are computationally light and possess 

smaller memory footprint while still being efficient, in order 

to prevent the drain of power and storage space of the nodes.  

Another consideration is that authentication protocols need to 

be fast enough in order to prevent downgrading the 

performance of the entire system [25]. 

Security vs. Safety:  Implementing higher levels of 

security could affect safety requirements.  A very strict and 

rigid data access control may prevent timely access of 

personnel in case of an emergency such as law enforcement.  

On the other hand, a much lenient access control allows 

attacks by the adversaries.  So, trade-offs between security and 

safety aspects must be considered as they affect each other. 

Security vs. Usability:  Because some CPS systems have a 

good amount of human intervention in their operations, 

devices should be designed to be foolproof and in some 

instances easy to use even by naïve users.  In other cases a 

good design should involve intuitive and little to no human 

interaction when setting up the data security mechanisms.  

Security vs. Interoperability:  Some security mechanisms 

should be transparent to users, for example, different sensor 

nodes can use different key distribution methods and/or 

cryptographic algorithms to implement security.  This makes it 

difficult to have interoperability between wide ranges of 

devices.  

Security vs. Quality of service:  Applications like health-

care require high quality of service (QoS) and CPSs should 

comply with these strict latency requirements.  QoS for an 

application refers to providing assurance in terms of 

measurable service attributes like delay, jitter, available 

bandwidth and packet loss.  It is required that the WBAN 

setup and the cryptographic algorithms used are fast enough to 

guarantee the assured QoS for the application. 

Security vs. Flexibility:  The administrator should have 

the flexibility to choose or change the access control 

mechanism.  He should be able to change or revoke the 

privileges at will in case of a breach. 

Security vs. Scalability:  Security in a CPS system should 

be scalable to handle applications with large amount of user 

groups.  Even in the large user group scenario, computational 

and storage overhead involved for security and access control 

should be kept low.   

Algorithmic and architectural aspects of security. As 

shown below, most work on CPS security has focused on the 

effect of intentional disturbances on the system.  The effect of 

the architecture has been neglected and it is our emphasis in 

this work.  

 

III. CPS SECURITY SURVEY AND DISCUSSION 

 

There are several methodologies for producing secure 

systems [26, 23], but none of them is specifically intended for 

CPSs.  A systematic approach to safety-critical systems was 

proposed in [27].  However, they did not consider data 

aspects, but worked mostly with dynamic aspects described by 

statecharts and do not consider security.  Later, they proposed 

a systems approach to security and safety [28, 29], but it has 

not been fully developed.  

 

D. Garlan and his group have written several papers on 

the architecture of CPSs.  However, their emphasis is on 

modeling the physical functions of these systems, not on 

building secure architectures.  Although they show some 

architectural examples of their methodology they did not try to 

build specific architectures and never considered security. 

They use graphic symbols to identify their views but we think 

that UML stereotypes are more general.  There is a need to 

abstract security concerns from all the other aspects and try to 

define a secure view that is not mingled with these other 

views.  
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M. Tichy studied pattern-based synthesis of fault-tolerant 

embedded systems [30].  His objective was to automate the 

application of fault tolerance into embedded systems.  For this 

purpose, he developed a formal model based on Petri nets.  In 

order to define the points where to apply fault tolerance 

mechanisms, he considered the possible faults of the system. 

 

L. Grunske focused on validation of safety properties:  If 

a software architecture does not satisfy its requirements, it is 

modified by adding patterns that improve its safety properties 

[31].  His approach is based on transformational patterns that 

effectively perform model refactoring [32].  Y. Choi [33] 

converted use cases scenarios into activity diagrams, which in 

turn become Finite State Machines modeled using RSML-e, a 

formal language that has a model checker where hazard 

conditions can be identified.  None of these works considers 

security, they discuss only safety; however, some of these 

ideas can be used for security as well. 

 

There are several discussions of general issues and 

challenges in CPSs but they barely mention security [34, 35].  

Some papers analyze the security of specific CPSs; [36] 

discusses the need for security in railway systems but 

considers only communication aspects, [8] discusses 

cryptography for railway systems, [37] discusses general 

aspects of railway security.  Refs. [38] and [39] consider car 

security.  Refs. [40, 41, 42, 43] discuss aviation security.  Ref. 

[44] discusses threats in electric power grids but he considers 

only ad hoc solutions.  Ref. [45] studied how to reduce 

vulnerabilities in CPSs.  All these studies consider very 

specific aspects and make no attempt for a unified and 

systematic approach to security.  

 

Campbell and his group have done extensive work on 

these and related topics.  Refs. [46, 43] studied security 

policies for CPSs, in particular buildings and airports.  Their 

emphasis was to classify the necessary policies and create an 

architecture to enforce these policies.  They defined a 

framework for acquiring information about infrastructure state 

and for checking if the current situation would violate any of 

the policies.  They did not try to identify specific threats and 

did not indicate how the policies would be generated.  Their 

approach is mostly formal using 1st-order predicate calculus 

assertions. 

 

Much security work on CPS centers on attack detection.  

An approach to detect attacks monitors inputs based on a 

model of the system and tries to find anomalies [47, 48].  Ref. 

[49] discusses deception attacks in water SCADA systems.  

Later, they proposed the analysis of different types of data and 

historical data for access control [50].  These papers and 

others [51] apply system modeling to detect attacks by 

detecting behaviour anomalies.  The authors of those papers 

recognize that they have no general defense methods, they 

estimate correct state values to replace suspicious sensor 

values.  Their approach requires models for each type of 

system.  Ref. [52] shows that a CPS can have a multiplicity of 

inputs where an attacker can produce disruption using false 

data injection.  We are not attempting to model systems but 

we want to define a framework where the way to conduct 

specific attacks can be described with relation to the system 

architecture. Our approach is simpler in that we consider only 

structural properties of the system, and we use its architecture 

to stop the attack.  

 

Ref. [53] mentions the possibility of using domain models 

but no details are given.  Refs. [47, 54, 55, 53] all give basic 

block diagram architectures with short description of the units.  

A more detailed architecture is given in [56].  Ref. [57] uses a 

SOA approach to design CPSs, including patterns but their 

approach is oriented to dynamic composition of services, not 

security.  Microsoft defined an RA for smart grids [58], and 

[59] described a secure architecture for smart grids.  These 

descriptions are not detailed or formal enough to analyse 

threats.  

 

Some papers, e.g., [55], propose implementation-oriented 

architectures, [55] is based on wireless networks.  Ref. [60] 

describes a pattern language for safe adaptive control.  The 

language includes a type of patterns about cases, where safety 

is proven by argument.   Ref. [61] also used safety case 

patterns, where each pattern presents a safety argument that 

can be reused to assert safety in different situations.  Ref. [62] 

describes a case study combining security and safety 

restrictions and also using arguments.  Arguments have the 

problem that they do not have a clear reference to system units 

as patterns do; but they could make useful complements to 

patterns, especially for safety [115]. 

 

None of the surveys on CPSs [15, 63, 35, 53] or about 

CPS/SCADA security [49, 64, 65, 66, 39], mentions the 

possibility of using patterns for describing threats or their 

countermeasures.  Ref. [67] uses patterns to build a collection 

of building modules with formal properties but his patterns are 

not of the standard type and do not consider security or safety.  

Ref. [68] uses SysML to describe software-hardware 

interfaces of safety-critical systems, but they do not use 

patterns.  Other related work includes [69, 70].  Few safety 

patterns exist [71, 72].  There is also some work on security of 

embedded systems [73, 74].  There is some use of UML to 

find security requirements of cars [75], as well as for 

traceability [76].  Some work focuses on general middleware 

aspects for CPSs [77].  Ref. [78] considers compliance 

aspects.  Ref. [79] has proposed a new format for CPS 

patterns. 

 

Threat analysis and enumeration in different types of 

CPSs can be found in [80, 81, 82, 83, 52, 84].  These 

enumerations are helpful for finding analogies between threats 

and to understand the possibilities of attackers. 

 

As discussed in [85], general attack taxonomies can be 

extended to CPSs.  He describes the possible use of a 

multidimensional attack taxonomy.  Since we represent threats 



15
th

 LACCEI International Multi-Conference for Engineering, Education, and Technology: “Global Partnerships for 

Development and Engineering Education”, 19-21 July 2017, Boca Raton Fl, United States. 5 

using patterns we can use our multidimensional patterns 

taxonomy [86].  There has been a large amount of work on 

threat modeling for IT systems, including attack trees, attack 

graphs, misuse cases, misuse patterns, Data Flow Diagrams, 

and other artifacts.  A common approach is the misuse case 

[87], which are malicious use cases initiated by attackers. This 

approach does not show how to associate the misuse cases to 

legitimate behavior and concrete assets; therefore, it is not 

clear what misuse case should be considered, nor in what 

context.  Ref. [88] considers attack surfaces, modeling attacks 

using SysML. GSN (Goal Structured Notation) uses 

arguments about the security of a system, and appears useful 

to evaluate the security level of a system but it is not clear if it 

can be used to study threats. 

 

Refs. [89, 90, 91, 92, 93, 94, 95, 96] describe threats in 

different types of CPSs but without attempting generic 

modeling or systematic enumeration.  Loukas [97] describes a 

variety of CPS attacks without attempting rigorous modeling 

or systematic enumeration.  Zalewski et al. [98], analyze the 

effects of attacks with Markov models.  Ref. [99] models 

threats using data flow graphs related to hardware units, while 

we use patterns and relate threats to architectural units, which 

we believe are more precise.  In [100] they introduce a 

language (using UML and BNF) to describe CPS attacks.  The 

model emphasizes the mechanics of the attacks and does not 

consider the attacker goals.  There is no relative timing 

representation for the attack either.  Ref. [101] uses a 

reference architecture to trace propagation of attacks.  Another 

interesting approach to threat modelling uses aspects [102]. 

Aspects model cross-cutting functionality and improve 

reusability; we think that patterns are more powerful to 

describe attacks than these models.  Stuxnet has been modeled 

using Boolean logic Driven Markov Processes (BDMP), a 

combination of attack trees and Markov processes. 

 

Yampolski et al’s work model threats using data flow 

graphs related to hardware units.  They improved their model 

in [103].  Another interesting approach to threat modeling uses 

aspects [104].  Ref. [105] discusses general aspects of CPS 

security and emphasizes the need to be able to simulate CPS 

traffic to validate security mechanisms.  

     

 In our paper [116] we proposed: 

 Define a new model to represent CPS threats using 

patterns that are related to architectural aspects of the 

system and consider cross domain (from cyber to 

physical) effects. 

 Extend our threat enumeration system to identify threats 

in specific systems based on their use cases.  

 Propose an idea to unify threats that behave in similar 

ways in different types of CPSs and that can be controlled 

in similar ways. We look for commonalities in their 

modus operandi to reduce them to specific types. 

 

 

 

 IV. THREAT ENUMERATION 

The need to control the access to restricted areas and 

protect assets in buildings such as government agencies, 

airports, naval ports or nuclear plants created a great business 

opportunity for the physical access control industry.  In 

addition, the growing demands of the industry for increased 

connectivity between the physical entities and the corporate 

network or the internet resulted in increased security threats 

and vulnerabilities that are not limited to physical attacks 

[106, 107].  Prior to 2000, studies indicate that the majority of 

the attacks were perpetrated by disgruntled employees or 

people familiar with its operations.  Since 2001, studies 

revealed that 70% of these attacks where originated by an 

outside source [117].  Researches have recognized that access 

control to information and access control to physical entities 

have many common aspects and that there is a clear need for a 

Safe and Secure Reference Architecture (SSRA) for these 

systems. 

 

In the literature, much of the work has concentrated on 

designing a security architecture that focuses on the cyber 

system and the physical system individually and not on the 

interaction of both systems.  They concentrate on the access 

control aspects on the one hand, and offer many solutions for 

the security requirements of CPS including authenticity, 

confidentiality, authentication and availability on the other.  

Other work focuses on the robustness and fault tolerant aspect 

of the CPS.  Yet other studies focus on context-aware 

applications and their security policies in this information rich 

environment.  Policies in this environment may need to restrict 

access to information or resources based on multiple factors 

including attributes pertaining to the subject, the resource or 

the environment. [109]. 

 

An effective approach for threat enumeration is presented 

in the literature [110, 111].  It starts with the activity diagram 

of each use case in a system.  Each activity is analyzed to see 

how it could be used improperly to produce a misuse of 

information.  This analysis results in a set of threats, and since 

they are derived from all the interactions of the system, this 

presents a list that can identify most threats.  With this list in 

place, policies that can stop or mitigate these threats are 

defined and then realized with patterns.  Furthermore, threats 

can be classified by their risk and likelihood.  This process is 

performed during the requirements and the design stages of 

the software development cycle.  
 

Another approach to enumerating threats can be seen in 

[106] where we look at possible attacks against each 

component of the system if its platform structure is 

predefined.  A CPS system usually presents three different 

components:  1. Physical entities or field units, such as sensors 

or actuators in the case of a Wireless Body Area Network 

(WBAN), or, meters, generators, transformers and equipment 

that delivers electricity in a traditional power grid in the case 

of a SmartGrid.  2. A central controller unit that collects and 

stores information from the controlled process and/or sends 
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commands to the physical entities based on the information 

collected adjusting parameters based on these collected values 

and their set points.  This central controller unit includes the 

human-machine interface (HMI) that may also display status 

and historical information.  3. The remote base stations that 

can provide diagnostic and maintenance functions used to 

identify and recover from failures or attacks.  This component 

uses intelligent transmission and communication networks.  

An example of the approach presented in the literature is as 

follows: [106, 111] 

 

We categorized threats based on these three components:  

1. Attacks against/through the central controller include 

(i) physical attacks (T1), (ii) malicious settings of the field 

units (T2), (iii) wrong commands to the field units (T3), (iv) 

malicious alteration of the runtime parameters of the central 

controller (T4), and (v) denial of service attacks (T5).  

2. Attacks against/through the field units include (i) 

physical attacks (T6), (ii) malicious alteration of the runtime 

parameters of the field units (T7), (iii) wrong commands to the 

field units (T8), (iv) malicious alarms to the central controller 

(T9), and (v) denial of service (T10).  

3. Attacks against/through the communication networks 

include (i) sniffing (T11), (ii) spoofing (T12), and (iii) denial 

of service (T13).  

 
Attacks against the central controller and the network are 

more harmful since they may disable the whole system, while 

attacks against field units only affect specific units.  Attacks 

due to malware are not considered in this example.  Figure 1 

shows the identified threats and policies to handle them [112].  

 

 
Figure 1 Threat Enumeration and Policies 

 

V. CONCLUSIONS 

Although there are numerous works on the security of 

CPSs, only a few address general aspects of their threats.  

Most concentrate on architectures that model physical 

functions of a CPS system and not on building secure 

architectures.  Authors use very specific aspects of a system to 

reduce vulnerabilities but make no attempt for a unified and 

systematic approach to security.  Some analyze the security of 

specific CPSs, e.g. aviation, railway systems, automobiles, 

while others have studied security policies for CPSs, in 

particular buildings and airports.  Their approach defines a 

framework to retrieve information about infrastructure state to 

then check if the current situation violates any of their 

policies.  Other authors focus on attack detection, threat 

enumeration, attack surfaces in different types of CPSs but 

without attempting generic modeling or systematic threat 

enumeration.  In the literature, much of the work has 

concentrated on designing a security architecture that focuses 

on the cyber system and the physical system individually and 

not on the interaction of both. 

 

Our emphasis on Reference Architectures is on the 

structural aspects of CPSs, since these are shared by many 

systems and security strongly depends on structural properties.  

The notion is that once we refine the high level blocks, the 

structure of many systems will still be similar within a range 

defined by architectural patterns.  We can then apply security 

patterns to these units and define SRAs for ranges of systems 

that describe related applications and have similar threats. 

 

Future work will focus on finding use cases for specific 

CPS, e.g. cargo ports, and show that even though there is an 

enormous variety of threats specific to each type of system, 

many of them are similar in effect and can be prevented in 

similar ways.  We intend to create a structured approach to 

CPS security by addressing the top threats that have the 

greatest potential impact, then by identifying objectives and 

vulnerabilities we can define countermeasures to prevent or 

mitigate their effects.   Once our threat model is complete, we 

can identify patterns and create a Reference Architecture to 

guarantee CPS security. 

. 
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